
33.. PPrrooppoosseedd MMooddeell
Data description
• Collected in an experiment where pairs of participants were

instructed to play a word game, where they took turns in
uttering isolated words which were supposed to make up a
sensible story

• Each of these isolated words was considered an event, which
was defined as starting at the approximate beginning of a word
and lasting about half a second

• Data were preprocessed first with signal space separation (SSS)
to remove magnetic fields not emanating from brain activity;
then downsampled to ~67 Hz and high-pass filtered at 3 Hz

• All 204 gradiometer channels were then used then used as
features in our extended GFA model

Results
• We evaluated the proposed model by assessing whether two

event categories as captured by the model correspond to the
known dichotomy of two different speakers

• Results statistically significant for all pairs, and our method
greatly outperformed simple comparison methods using
PCA/GFA for dimensionality reduction and k-means for
clustering the individual samples within an event, which was
then clustered according to a majority rule

Model
• Assumes that most variation explained by source specific independent

"noise" models, each source with their own sets of latent variables and
loadings

• During each event, the samples are modelled with additional set of
latent variables that are shared between sources to model the
correlation, with group-sparse ARD on the loadings

• Similar events are characterized by assigning them to exactly one event
category; each category has a separate loading matrix

• Model written with the help of an indicator variable as

Inference
• Variational Bayes is used for most parameters (latent variables, loading

matrices, noise precisions)
• Indicator variables are instead handled via a type-II maximum

likelihood optimization step intertwined with the VB updates to
maximize the variational lower bound, in order to provide binary
decisions for whether an event belongs to a certain cluster/category
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55.. CCoonncclluussiioonnss
• We presented a novel CCA-based model that looks for temporally

localized correlations during pre-defined events
• We demonstrated it on a two-person MEG data set, and showed that

the model was able to successfully separate the two event categories
in an unsupervised manner, and that MEG contains informative
features that can be found by jointly modelling the two data sources

22.. GGrroouupp FFaaccttoorr AAnnaallyyssiiss
• GFA extends (Bayesian) CCA to model correlations between

multiple data sources, or can be seen alternatively as extending factor
analysis from single variables to groups of variables

• Based on group-sparse ARD prior that selects whether a factor is
relevant for explaining a specific data source, a group of variables

• Likelihood for i'th sample of m'th data source written as

11.. MMoottiivvaattiioonn
• Modelling data from multiple data sources
• Analysis of two-person MEG data that were recorded
simultaneously from a pair of subjects, for example

• Interested in finding dependencies between the data sources
• Typical solution by models such as Canonical Correlation Analysis
(CCA) or Group Factor Analysis (GFA)
• These assume that there exists global correlations over the length
of a whole experiment, which is not a reasonable assumption in
some cases, such as when considering the MEGs of two subjects
without very specific stimulus

• Propose a joint model for multiple data sources, assuming that
correlations only exists during temporally localized time windows
or events, with similar events clustered into "event categories"
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Table: Clustering accuracy of words with respect to the speaker.
For each pair the best method is written in boldface.

Figure. Factorization of the data matrices. Gray color indicates non-zero
elements. For samples that do not belong to any event the two data
sources are independent and modeled with the noise models. The
samples within events choose one of the event categories and use the
factors specific to that category for modeling correlation during the
event.

• The latent variable is shared for all data sources to allow modelling
the correlations between them

• Group-wise ARD prior is hierarchically constructed as follows

44.. DDeemmoonnssttrraattiioonn

• The M×K matrix consisting of the hyperparameters then acts as a kind
of loading matrix that indicates which factors "load" on which data
sources; large value of the parameter implies that the factor is
irrelevant in modelling the source
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