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Machine lranslation



NEURAL MACHINE TRANSLATION

Topics: Statistical Machine Translation
3 10g p( f ‘ 6) | lOg p(e ‘ f) L 10g p( f) f=(La, croissance, économique, s'est, ralentie, ces, dernieres, années, .)

» Translation model: log p(e|f)

- Fit it with parallel corpora l Ll 7

» Language model: logp(f)

e = (Economic, growth, has, slowed, down, 1n, recent, years, .)

* it It with monolingual corpora

* The whole task logp(f|e)is conditional language modelling.



NEURAL MACHINE TRANSLATION

Topics: Statistical Machine Translation - In Reality

lOg D f | e E f f=(La, croissance, ¢conomique, s'est, ralentie, ces, derni€res, années, .)
n A
* Log-linear model

» Feature function fn(e, f) ap
» Count-based or linguistics-based -

Feature

w; W, W;
Feature] |Feature| |Feature
fl f2 f3

e = (Economic, growth, has, slowed, down, in, recent, years, .)

* Learned from corpora

B IS,
(I )Experts engineer useful features
(2)Use a simple log-linear model

(3)Use a strong, external language model



NEURAL MACHINE TRANSLATION

Topics: Sequence-to-Sequence Learning
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e = (Economic, growth, has, slowed, down, in, recent, years, .)




NEURAL MACHINE TRANSLATION

Topics: Sequence-to-Sequence Learning — Encoder

* Encoder

(1) 1-of-K coding of source words

(2)Continuous-space representation

St/ — WTCEt/, W

here W € RIVIxd

(3)Recursively reac

ht — f(ht_l,St), for t = 1, ok ,T

words

e = (Economic, growth, has, slowed, down, 1n, recent, years, .)




NEURAL MACHINE TRANSLATION

Topics: Sequence-to-Sequence Learning — Decoder

Sel) eco d er gf = (La, croissance, économiql(lg, )s'it, ralentie, ces, dernieres, annies, )
(1)Recursively update the memory o
R, hr) i ..... S VAW (2)?4 ......... S8 W 0 W W W T%
(2)Compute the next word prob. 2 P,
p(ue |u<y) o eXP(RIt,Zt’ + bu,, ) f ..... SN SR U b\ WY SR I W W SRS W W
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(3)>ample a next word T e N

*Beam search is a good ided

e = (Economic, growth, has, slowed, down, 1n, recent, years, .)




NEURAL MACHINE TRANSLATION

Topics: Sequence-to-Sequence Learning — Issue

° Th |S | S q U |‘te an U n I"e al | S‘t| C m Od el . f=(La, croiss_ance, ¢conomique, s'est, ralentie, ces, dernieres, années, .)
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NEURAL MACHINE TRANSLATION

f=(La, croissance, ¢conomique, s'est, ralentie, ces, dernicres, annees, .)

Topics: Attention-based Model iy, m _ :
* Encoder: Bidirectional RNN Zm ..... Y SN ? .............. AN SN S S WY
» A set of annotation vectors : g L (= = —( —
{hi,hs,... At} y:
» Attention-based Decoder ;;
(ICompute attention weights : .
2

g/ ¢ X eXp(e(zt’—la Uy —1, ht))

(2)Welighted-sum of the annotation vectors

T
Cpta== thlat’ t hy

(3)Use ¢ instead of At



NEURAL MACHINE TRANSLATION

English-French
TOpiCSZ Attention—based Model Economic growth has slowed down in recent vyears

+ Encoder: Bidirectional RNN % \ %

A set of annotation vectors La croissance économique s' est ralentie ces derniéres années .

{hi,hs,... At}

 Attention-based Decoder |
Economic growth has slowed down in recent years

(ICompute attention weights /\ W
Qyr ¢ X eXp(e(zt’—h Ut —1, ht))

English-German

Das Wirtschaftswachstum hat sich in den letzten Jahren verlangsamt .

(2)Welighted-sum of the annotation vectors
T
Cpra== thlOét’,tht

(3)Use ¢ instead of At




NEURAL MACHINE TRANSLATION

Topics: Few tricks for neural machine translation

* Very large target vocabulary (Jean et al, 2015)
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NEURAL MACHINE TRANSLATION

Topics: Few tricks for neural machine translation

* Deep Fusion of Target Language Model (Gulcehre&Firat et al,, 2015)
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Attention-based neural machine translation
is comparable to
bhrase-based statistical machine translation



Jeaching Machines to Read, Comprehend
and Answer

Based on (Hermann et al, 201 5; Blunsom, 201 5)



READING COMPREHENSION

Topics: Teaching machines to read and comprehend

CNN article:

Document The BBC producer allegedly struck by Jeremy Clarkson will not
press charges against the “Top Gear” host, his lawyer said
Friday. Clarkson, who hosted one of the most-watched
television shows in the world, was dropped by the BBC
Wednesday after an internal investigation by the British
broadcaster found he had subjected producer Oisin Tymon “to
an unprovoked physical and verbal attack.” ...

Query Producer X will not press charges against Jeremy Clarkson, his
lawyer says.

Answer Qisin Tymon




READING COMPREHENSION

Topics: Teaching machines to read and comprehend

— Deep LSTM Reader
*Document Reader E‘E‘E‘E-E.E‘E‘E\
RSy ) for all t =1,...,T ‘
*Summary of the document; At

°Query Reader Mary went to England ||| X visited England
e forallt=1,..., T No!ll

*Summary of the query: 2T

e Answer selection
T TP
pla| {ws b q ,\We }p—y) = GalhT, 27)




READING COMPREHENSION

Topics: Teaching machines to read and comprehend
— Attentive Reader

 Document Reader: BIRNN

s(2

e Annotation vectors:{h1, ha, . .. \\
* Query Reader: 71"
* Answer selection

e Attention mechanism a: o< e(hg, z7+) Mary ~ went  to  England

visited England

* Query-dependent document summary ¢ = thl&tht

e Answer selection: p(a] {wt}z;l , {wt'}fﬂ) = g (Z75C)




READING COMPREHENSION

Topics: Teaching machines to read and comprehend

— Attentive Reader (Examples)

*\/Isualize the attention

by ent40 ,ent62 correspondent updated 9:49 pmet ,thumarch 19,2015 (ent62 ) a ent88 was Killedin a parachute
accidentinent87 ,ent28 ,near ent66 ,a ent47 official told ent62 on wednesday .he was identifiedthursday as special
warfare operator 3rd cl' ,of ent44 ;ent13 > ent49 distinguished himself consistently throughout his
career .he was the epitome of the quiet professionalin allfacets of his life ,and he leaves aninspiringlegacy of natural
tenacity andfocused commitment for posterity ," the ent47 said ina news release .ent49 joined the seals inseptember
after enlisting inthe ent47 two years earlier .he was married ,the ent47 said .initialindications are the parachute failed

to open during ajump as part of atraining exercise .ent49 was part of aent57 -basedent88 team .

ent47 identifies deceased sailor as X ,who leaves behind a wife




Going beyond Natural Languages

Is a human language special?
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BEYOND NATURAL LANGUAGES

f=(a, man, 1s, jumping, into, a, lake, .)

Topics: Beyond Natural Languages

Ssample

Word

— Image Caption Generation

Recurrent

* [ask: conditional language modelling

-
-
”
4

Mechanism

p(Two, dolphins, are, diving|

Attention

e ncoder: convolutional network

Admotation
Vectors

h.

J

BRI incaras a classifier or autoencoder

e Decoder: recurrent neural network

Convolutional Neural Network

*RNIN Language model

*\With attention mechanism (Xu et al, 2015)



BEYOND NATURAL LANGUAGES

Topics: Beyond Natural Languages — Image Caption Generation (Examples)

2|



BEYOND NATURAL LANGUAGES

Topics: Beyond Natural Languages — Image Caption Generation (Examples)

A(0.97) stop(0.36) sign(0.19)

=
I,"'f &,
: |
|
F/
o - =, - =

on(0.25) a(0.21) road(0.26)

with(0.28) a(0.30) mountain(0.44) in{(0.37)

P S
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BEYOND NATURAL LANGUAGES

Topics: Beyond Natural Languages — Attention Models
*End-to-End Speech Recognition (Chorowski et al., 2015; Chan et al., 2015)

*Video Description Generation (Yao et al., 2015)

*Discrete Optimization (Vinyals et al., 2015)
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eand Imaly INore... +Local+Global: A man and a woman are talking on the

(Cho et al., 2()15) and references therein Ref: A man and a woman ride a motorcycle
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+Local+Global: Someone is frying a fish in a

Ref: A woman is frying food
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Connectionist Approach to
Natural Language Understanding

(see the slides 33-40 of my talk at CVSC 2015)

iz


https://drive.google.com/open?id=0B16RwCMQqrtdNUptOGtDeDhxZ0E
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