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Abstract

In recent years, reports and anecdotal evidence pointing at the role of WhatsApp
in a variety of events, ranging from elections to collective violence, have emerged
(Arun, 2019). While academic research should examine the validity of these claims,
obtaining WhatsApp data for research is notably challenging, contrasting with the
relative abundance of data from platforms like Facebook and Twitter, where user
“information diets" have been extensively studied (Barberá et al., 2015; Guess, Nagler
and Tucker, 2019). This lack of data is particularly problematic since misinformation
and hate speech are major concerns in the set of Global South countries in which
WhatsApp dominates the market for messaging (Tucker et al., 2018). To help make
research on these questions, and more generally research on WhatsApp, possible,
this paper introduces WhatsApp Explorer, a tool designed to enable WhatsApp data
collection on a large scale. We discuss protocols for data collection, including potential
sampling approaches, and explain why our tool (and adjoining protocol) arguably
allow researchers to collect WhatsApp data in an ethical and legal manner, at scale.
Finally, we provide insights from our pilots in India and Brazil, including details
on how much data we were able to collect, the sampling challenges, and the path
forward.

Keywords: Data Donation, WhatsApp, Social Media, Misinformation, Group chats.
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1 Introduction: The Need for WhatsApp Data

Over the past few years, alarming media reports have pointed at the role of WhatsApp in a se-

ries of dramatic events. In countries such as Brazil and India, studies have indicated that group

interactions on WhatsApp can alter the electorate’s perceptions (Perrigo, 2019; Bengani, 2019;

Tardáguila, Benevenuto and Ortellado, 2018). Furthermore, interactions on the platform have

also been linked to even more dramatic behaviors, including, but not limited to, an increased

likelihood of engaging in aggressive, extremist, or violent actions (Chopra, 2019; Magenta, Grag-

nani and Souza, 2018; Ozawa et al., 2023).

Although scholarship has started exploring these striking narratives, there is still substantial

work to be done in assessing their accuracy and in unraveling the potential role of WhatsApp in

these outcomes. Social scientists focusing on issues like hate speech or misinformation, particu-

larly in the Global South, will increasingly require access to WhatsApp data, possibly on a large

scale. To fully comprehend the platform’s role in spreading problematic content and its reper-

cussions, researchers need a deeper understanding of several aspects: (1) the nature and style of

hate speech and/or misinformation shared on WhatsApp, (2) the volume of such content, (3) its

virality, (4) the networks most conducive to its dissemination, and (5) the political, social, and

contextual factors that give rise to this content and its tangible impacts. Moreover, it is essential

for them to access this data in a manner that is practical, legal, and respectful of users´ privacy.

Accessing WhatsApp data for research purposes however remains a challenging task. While

evidence about the “information diets" of Facebook and Twitter users has been available for some

time now (Barberá et al., 2015; Guess, Nagler and Tucker, 2019), systematic evidence of a similar

nature is notably lacking for WhatsApp, even though the platform´s likely role in spreading

problematic content if often acknowledged, particularly in the Global South (Tucker et al., 2018).

Furthermore, in the scarce instances where researchers do manage to obtain WhatsApp data,

it often involves datasets too limited in scope to credibly address the previously mentioned

questions, and/or the data is acquired in ways that might not be up to the strongest ethical

standards.
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How can researchers collect Whatsapp data from sufficiently diverse samples, and in ways

that comply with legal and ethical requirements? Taking on this challenge, we introduce in what

follows a donation tool and an associated protocol for harvesting substantial volumes of What-

sApp data. Our proposed data donation approach significantly reduces the practical difficulties

associated with WhatsApp data collection, while adhering to prevailing privacy and ethical stan-

dards. We elaborate on our overarching strategy and outline a research protocol in Section 3.

Section 4 is dedicated to discussing the ethical considerations integrated into our approach. Sub-

sequently, in Section 5, we discuss sampling. To lay the groundwork for these discussions, the

following section begins with an examination of the challenges related to WhatsApp data collec-

tion.

2 Challenges of WhatsApp Data Collection

Researchers eager to engage in WhatsApp Data collection may face technical, legal, privacy-

related, and practical challenges. Among these, certain challenges appear more daunting than

others. Technical challenges are, for one, relatively limited: extracting data from private What-

sApp threads is technically easy once a thread participant (whether or not they are the admin of

a group) consents to extract it: contrary to other platforms, WhatsApp makes it very easy for its

users to archive the content of the conversations they are part of. Legal challenges originating

from the platform are so far not a real issue. Of course, the platform’s response to widespread

research of the kind discussed in this article remains to be fully observed. However, there’s a

reasonable expectation that WhatsApp might view research aimed at identifying problematic

behaviors or understanding their causes favorably. This likelihood is enhanced by WhatsApp’s

own emphasis on encryption, which might limit the company’s ability to scrutinize content on

its own platform. We anticipate that external research, if it’s carefully scoped and doesn’t sig-

nificantly compromise users’ overall perception of privacy in WhatsApp conversations, may not

only be legally permissible but also supported and encouraged by the platform.

That said, collecting WhatsApp data on a large scale still presents significant ethical, legal,
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and practical challenges that do require a robust discussion. These challenges are explored in

greater detail in the subsequent subsections.

2.1 Ethical and Legal Challenges

Given that users can effortlessly export data from their threads, and considering researchers’

inability to access private WhatsApp threads without the involvement of a thread participant,

any WhatsApp data collection endeavor must essentially be a donation effort. This requires one

or more users to agree to share data from the threads included in their account and to undertake

a series of steps to facilitate this export.

Donating data from one’s own account may be problematic from a privacy-protection point

of view insofar as it may contradict guidelines, norms or laws protecting individuals’ privacy or

limiting the processing of individuals’ personal data. The European Union’s General Data Pro-

tection’s Regulation (GDPR) currently constitutes the main example of such regulation, though

privacy laws around the world – such as India’s Personal Data Protection Bill, Brazil’s LGDP

or Canada’s Personal Information Protection and Electronic Documents Act (“PIPEDA") - echo

most of the principles at the heart of the ruling when they exist. Besides, when it comes to the

handling of users’ personal data, principles of user consent, anonymization and limitations on

the use that can be made of such data will likely deserve a discussion, whether a local equivalent

to the GDPR exists or not.

In what ways might donating data from one’s own WhatsApp account exactly violate the

privacy of users, as defined in these norms? Though we acknowledge that norms and regulations

will differ depending on the case chosen by researchers, we believe that five potential challenges

may be associated to a WhatsApp data donation program reliant on donations by what we

hereafter refer to as a consenting “gateway user”:

1. Consent issues regarding third-party group participants: these are users who aren’t the

gateway into a group, but whose data – including phone numbers, profile pictures, mes-

sages, etc. – appears in the threads. While the gateway user consents to share their data,
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they cannot provide consent on behalf of other users included in the dataset via their do-

nation. This suggests that researchers should either obtain consent from these third-party

participants, which might be impractical or methodologically undesirable, or ensure credi-

ble anonymization of the third-party data to render personal information unidentifiable.

2. The extent of data collection allowed: under the GDPR, this issue relates to the “data mini-

mization" principle, which dictates that personal data collection should be confined to what

is directly relevant and necessary in terms of time and scope. Although the GDPR´s Article

6 provides some exceptions for research deemed “in the public interest," the minimization

principle still limits the volume of data that researchers can and should gather, including if

their research arguably qualifies as research in the public interest. In the context of What-

sApp, this may imply that data collection be limited to a relatively limited time frame. It

may also indirectly raise the question of the type of threads (one-on-one vs. group, private

vs. public, etc.) that may be harvested for research.

3. The strategy for anonymization: this refers to the methods employed to effectively anonymize

stored data and minimize the risk of re-identification of both gateway and third-party users.

Anonymization is crucial for preserving participant privacy, a priority in itself. However, it

becomes particularly vital if the data is later shared with others, as is often the case under

open science agreements. Ensuring anonymity is not only a privacy concern but also a

requirement for broader data sharing in the academic community.

4. Data protocols pre-anonymization: this concerns the strategies that researchers will use

for transferring and storing data before it is anonymized. Specifically, the challenge lies in

ensuring that this data, in its identifiable form, is not accessible to unauthorized individuals

or lost prior to anonymization. Effective data management practices must be in place to

secure the data during this vulnerable phase, safeguarding against both external breaches

and internal mishandling.

5. Managing “unexpected findings" and legal disclosure obligations: This pertains to how

researchers will handle instances where they encounter data that may be subject to legal

disclosure under international or local law. It’s crucial to have protocols outlining the
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course of action for situations involving unexpected findings, especially those that might

legally necessitate disclosure. This challenge involves balancing ethical research practices

with compliance to legal requirements, ensuring responsible handling of sensitive or legally

significant information discovered during the research process.

2.2 Practical challenges

In addition to these ethical and, in some instances, legal challenges, there are also several practical

challenges that researchers must address to ensure the effectiveness – from a research perspective

– of a WhatsApp data donation program. These challenges need to be navigated in accordance

with the balancing principle described by Ohme and Araujo (2022):

1. The success of such a data donation program hinges on the ease and efficiency of the

donation process for potential donors. If the procedure is overly tedious, costly, or time-

consuming for the donor, it’s more likely to fail. Additionally, the likelihood of failure

increases if the donation protocol necessitates that an enumerator or research team asso-

ciate has even superficial access to the data before it undergoes credible anonymization.

Ensuring a smooth and private data transfer process is critical for both donor participation

and data integrity.

2. The second challenge is sampling. To enable interesting research, a data donation program

will in most cases need to convince a broad and ideally representative group of gateway

users to donate their data. This could entail significant efforts and resources from the

research team to ensure that the sample of donors is adequately diverse and representative,

which is essential for the validity and reliability of the research findings.

3 Procedure and Tool: Introducing WhatsApp Explorer

As noted above, to address these numerous challenges, the only available strategy is data dona-

tion. In light of the outlined challenges, the strategy adopted must enable easy and straightfor-
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ward donation. It should also safeguard privacy, foster trust among a varied pool of donors, and

avoid legal complications for the research team.

We devoted a considerable effort to develop an effective solution to collect data with the

aforementioned requirements from private WhatsApp groups. This has led to the creation of

a specialized web interface, WhatsApp Explorer. WhatsApp Explorer is designed to substantially

mitigate the challenges previously discussed, while enabling the collection of large volumes of

data that are valuable for research purposes.

3.1 General Principles

We first detail the broad principles of this strategy, before getting into the technical aspects of the

tool, as well as the details of the data protocol, in the next sections.

The core approach involves reaching out to individuals, encouraging them to contribute a

portion of their WhatsApp data for social science research. Our described protocol centers on

direct, face-to-face interactions between a “gateway user" and a research associate. However, it’s

crucial to recognize the potential for adapting this to an entirely online process, enabling users

to donate data remotely, without any in-person interaction. This focus on a face-to-face donation

protocol is primarily because it seems more effective in our target regions for WhatsApp data

collection, namely India and Brazil.1

The primary technical innovation of our tool lies in its ability to streamline the data donation

process for consenting participants. It allows users to effortlessly donate their data with the help

of a research associate who facilitates the donation, without accessing the data themselves. To

compensate participants for their time and contribution, we offer monetary incentives. Addition-

ally, we assure extensive privacy and anonymization, emphasizing that their data, anonymized

1We focus on face-to-face interactions for two reasons: (i) our protocol requires gateway users scanning a QR code
within their WhatsApp, necessitating a second screen device for autonomous data donation. This requirement might
considerably limit our sampling pool, given the unlikelihood of most users owning two screens. (ii) Based on initial
tests (elaborated on later), in-person interactions appear to foster trust between the research team and participants,
potentially leading to greater and more varied user participation in the study.
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at the source, will not be shared outside the primary research team. Notably, in our proposed

design, field staff such as enumerators and local partners will not have access to the collected

data. The data collection is facilitated by these field staff but is directly encrypted and uploaded

to a secure server accessible only to the Principal Investigators (PIs) and the core research team.2

Crucially, to mitigate privacy concerns, our approach avoids soliciting data from one-on-one

conversations and small group threads. Instead, we focus on collecting data from larger groups.

This decision is part of our strategy to balance the need for comprehensive data with respect for

individual privacy, with more specifics outlined in the complete protocol provided later.

To address privacy concerns, we implement a thorough strategy for data anonymization dur-

ing the upload to our servers. We ensure that no raw, de-anonymized data is stored. For text

data, we immediately anonymize any personally identifiable information, such as names, phone

numbers, and email addresses, from the dataset. This anonymization is executed using advanced

privacy-preserving algorithms from a reputable and widely used source: the Google Data Loss

Prevention API.3 This state-of-the-art tool is instrumental in maintaining the confidentiality of

the data while enabling meaningful research analysis.

For visual content, our approach involves an irreversible anonymization process for most

images and videos as they are uploaded. The exception to this rule is for content shared across

at least k groups/threads (with k being a predetermined number, for example, 5). This practice

ensures that we access only a minimal amount of un-anonymized visual content. Notably, the

viral content that we retain and analyze is highly unlikely to be personal or private, as it, by

definition, circulates widely across various online communities. The anonymization of visual

content involves a multi-step process: (i) Automated Anonymization: we use automated tools

to systematically blur faces and other identifiable features in images and videos, such as license

plates; (ii) Human-Supervised Anonymization: following the automated process, we implement

a second layer of anonymization, which is supervised by humans. This step occurs before any

2This approach also safeguards the research associates, as possession of certain types of WhatsApp content on
their personal or professional devices could lead to legal risks if the data were to transit through their devices.

3https://cloud.google.com/security/products/dlp
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analysis of the data, reinforcing our extensive approach to anonymization and privacy protection.

3.2 Technical Description

Our tool leverages the capabilities of whatsapp-web.js,4 an open-source library functioning as a

WhatsApp client library for NodeJS. NodeJS, a JavaScript runtime, enables server-side execution

of JavaScript, facilitating interaction with WhatsApp through its web browser application. The

whatsapp-web.js library allows us to authenticate, read, and process messages on WhatsApp

programmatically, functioning by operating WhatsApp Web in the background and automating

its interaction. This automation relies on reverse-engineered API calls similar to those used by the

official WhatsApp in its web application, enhancing the tool’s robustness. The library whatsapp-

web.js has a history of active development and contributions spanning nearly seven years. One

of the drawbacks of our approach is the inherent dependence on the WhatsApp Web interface.

Despite this dependence, our experience over the past two years indicates stability, as we have

not encountered significant changes in the web interface that could disrupt our data collection

process.

Our primary technical contribution is enhancing the existing library (whatsapp-web.js) to cre-

ate a privacy-conscious, user-friendly front end, ensuring scalable and reliable data downloading.

We start by implementing the automatic generation of a QR code, with the capability to regen-

erate the code upon expiration. Upon successful authentication using their WhatsApp account,

users’ authentication tokens are stored, offering permanent access unless manually revoked by

the user. Utilizing these tokens, users can view a list of their group conversations, although our

focus is on larger groups, this is not a limitation of the library itself. To accommodate multiple

users and surveyors, we established a scheduled data backup system, enabling parallel down-

loads for scalability. This process, running nightly, automatically downloads new data for all

users, encompassing all messages and various media types such as images, videos, documents,

and audio files. This comprehensive approach ensures efficient and secure data collection on a

4https://archive.is/45ZNX
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large scale. As noted above, the data is first run through our anonymization procedures before it

is stored.

The code can be accessed at https://github.com/gvrkiran/WhatsAppExplorer. The code

contains detailed instructions to setup an instance and configure the front and backend. We also

provide code which takes the data collected from the explorer to visualize the data. We provide

the details below.5

To setup an instance of WhatsApp Explorer, researchers will need the following storage ca-

pacity: 1. A server with at least 8 GB RAM,16 CPU cores. Three ports need to be opened on

the server for the frontend, backend and a monitoring dashboard.6 The code also includes a live

monitoring dashboard which provides live statistics on how many users have been added and

the amounts of data that was collected from them every day. 2. Currently, we tested the tool

on an Amazon AWS EC2 instance with 16GB RAM, 32 core CPU and 2 terabytes storage. The

instance does not use much RAM though to enable parallel data downloads, multiple CPU cores

would help. For each active user being added to the system, WhatsApp Explorer consumes 1GB

of RAM and 2 cores of CPU computation. This limits the number of concurrent users who can

stay connected to the monitor at the same time, for instance, scaling up to large field deployment

with dozens of enumerators might require a powerful server.

3.3 Data Visualization Platform

Once the data collection scripts are run every day (this is automated in our code above), we start

another set of scripts to process the data to prepare it for visualization on dashboards. These

dashboards visualize content which is spreading in the groups we monitor and help understand

where what content was shared by whom, while at the same time not revealing any personal in-

formation of the users. The pipelines perform various tasks, including clustering similar content,

5(i) In the current setup, unfortunately, the code still requires someone who is proficient in managing a Linux
server and familiar with some programming. (ii) To prevent potential misuse of our tools, currently, we limit the
access only for academic and non profit use. The access can be requested by reaching out to the authors.

6We used ports 3000, 8000 and 8051 for the frontend, backend and the monitoring dashboards respectively.
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detect nudity, generating thumbnails from videos, etc.

We cluster the text, images and videos using different techniques to identify near similar ver-

sions of the same message. Text clustering is done using Locality Sensitive Hashing (LSH) Gionis

et al. (1999), image and video clustering is done using Facebook’s PDQ/TMK tools7 respectively.

These clustering techniques are robust to slight modifications and can find content which has

been altered slightly (e.g. adding a water mark). Once the clusters are processed, we run through

all the messages scraped from the data collection script stored in the MongoDB database. Here

we extract links from text messages, and captions for media files (if any). We also generate per-

sistent and unique identification codes for text messages, as media files are already assigned one

during the data collection process. OCR is performed on images and video frames to extract text.

Finally, we run a data indexer script to index the above data for elastic search.

Once the pipeline finishes its processing, we get the data hosted using an Express JS server

and ElasticSearch server. This data is displayed using our dashboard (hosted at http://analysis.

whats-viral.me/, available via login) which is developed over React JS, using the Material-UI

library. This dashboard consists of various components such as user authentication, lazy data

loading, dynamic search using filters, etc. The data which is displayed on the frontend is limited

to the group the logged user is assigned to. Data is displayed in five individual tabs: Forwarded,

Image, Video, Text, Link. Forwarded tab shows all messages (image, video and text) which

were marked ‘Forwarded many times’ by WhatsApp. The image, video, text and link tabs show

content which was shared in at least 3 distinct groups in our dataset. To see the contextual infor-

mation about any particular message, we can see all the groups where the message was sent and

its respective timestamp. Data items are loaded in chunks as an infinity scroll to reduce internet

consumption, and offer smooth user experience, instead of being overwhelmed by millions of

data items. All the communication with the backend happens using APIs secured with JWT

Tokens. These tokens are also helpful for having persistent login sessions using cookies. Major

backend operations such as user authentication, streaming video, loading metadata, etc. are per-

formed by Express JS server, whereas fetch for lazy loading and search operations are handled

7https://github.com/facebook/ThreatExchange
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by the ElasticSearch server.

Figures 1, 2 shows screenshots of the data visualization platform.

Figure 1: A screenshot of the “Fowarded" tab in our visualization dashboard. This tab shows text,
video, and images which were ‘forwarded many times’ on WhatsApp. We can see functionality
to filter messages by date and search for text in images/videos.

Currently the authentication for the data collection and data visualization platforms is sepa-

rate, to enable distinct stakeholders to have access to different views of the data, e.g., we could

provide access to other researchers or fact checkers, while restricting access to other stakeholders

like the surveyors.

3.4 Illustration: a Protocol For Ethical WhatsApp Data Donation

This tool may be used by researchers to assist with WhatsApp data donation. We stress however

that using the tool does not guarantee that the data donation will be ethical and/or successful.

Researchers will indeed need to design a specific protocol around it to meet these objectives. We

detail here our own.

As noted above, in the protocol we’ve developed for data collection in India and Brazil, we
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Figure 2: Upon clicking a piece of content, this view shows the groups in which the content was
shared along with their timestamps, giving a quick view of the spread of content.

employ a strategy that involves the physical presence of a research associate. This approach

is particularly suited for contexts in the Global South, where many users may not have the

necessary hardware – specifically, two devices equipped with screens, such as phones, tablets,

laptops, or desktop computers – to independently complete the process online. Moreover, users

might lack the technical skills required for an online process. Beyond the issue of hardware

and skills, an in-person approach can be crucial in both the Global South and other regions for

effectively conveying privacy assurances and building trust with participants.

While we cover potential sampling strategies at greater length below, this section concentrates

on the procedure followed after identifying a potential donor. Once a potential donor is pinpointed,

a research associate, specifically a trained enumerator from a collaborating survey firm, person-

ally visits the individual. During this visit, the associate invites the individual to partake in a

research study focusing on their social media activity, and particularly with regards to discussion

groups they are part of and about the content that circulates on these groups.

This is how we envision the data collection will then look like, step-by-step:
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1. The research associate, upon contacting an individual, explains the study’s objectives and

seeks consent through a detailed consent process. This involves providing the potential

donor with a flyer that contains essential information about the project. The flyer intro-

duces the researchers and their objectives, including contact details. It features logos of

all partnering organizations, both local and international. There is also a link to a reg-

istry detailing the research plans and legal basis, ensuring transparency in data processing

activities. For further inquiries, a hotline phone number is provided. The flyer explains

the anonymization strategy in clear, straightforward language, ensuring that it is under-

standable for non-technical readers. Additionally, it includes explicit instructions on how

participants can opt out of the project at any stage.

2. If and only if the individual agrees to participate, the enumerator then asks them to scan a

QR code generated by our tool through their WhatsApp app on their own smartphone. The

research associate, using the web interface we’ve developed (found at https://whatsapp.

whats-viral.me/), generates this QR code on their device. The participant can easily scan it

using the “linked device" function in WhatsApp, commonly used for connecting WhatsApp

to a computer. It’s important to note that at no point during this process does the research

associate need to handle the respondent’s device, ensuring privacy and security.
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Figure 3: The scanning process

3. Once the QR code is scanned, the research associate connects the donor’s WhatsApp ac-

count to WhatsApp Explorer. During this process, the associate might briefly see the list of

group included in the donor´s account, but does not have access to any group content.

Once the connection is established, the enumerator displays on their own device (likely a

tablet) a list of these groups, then turns the device towards the donor for them to view.8 In

the use we make of WhatsApp Explorer, screen shows as pre-selected all threads with 4 or

more participants and that have at least 15 messages in the past two weeks, while all other

8At this stage, we automatically exclude smaller threads, defined as those with fewer than 4 participants, to
minimize data handling and enhance privacy protection. Throughout this entire process, enumerators do not have
access to the content of the threads; the data are not uploaded onto their devices.
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groups remain deselected and unselectable.9

Figure 4: Including and excluding groups to donate

4. At this stage, participants can actively de-select any number of the pre-selected groups they

may not wish to donate, by clicking the respective boxes; alternatively, they can choose to

donate all pre-selected groups. By doing so, they consent to share data from their chosen

groups for a period extending two months prior and two months after their interview date.

9These criteria are adjustable, depending on researchers’ interpretation of the data minimization principle and
any legal/ethical limitations they may face or choose to impose. The specified numbers are not definitive; they are
perceived as a reasonable balance, but other configurations could also be appropriate, depending on their IRB´s
interpretation of legal and privacy guidelines.
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Participants thus have the flexibility to limit their donation to either historical or future

data, or a combination of both, from selected groups. During this selection process, the

interviewer inquires about the type of data the participants are comfortable sharing: a)

Historical data (from the past two months), b) Future data (for the coming two months), c)

Both historical and future data. If participants opt to share future data, they are informed

about the necessary steps to ensure data collection continues for the next two months and

how to stop it, should they decide to do so. These actions can be swiftly executed on their

own phones. Detailed instructions about this are provided in the draft flyer distributed

during the consent process. The research associate is also prepared to demonstrate these

steps in person if needed.

5. Once the participant completes the inclusion/exclusion process, the research associate

presses the “log messages” button, triggering two critical actions. Firstly, the content from

the last two months of the chosen threads is uploaded to our secure server, having been

anonymized according to our established strategy. We strictly adhere to the policy of up-

loading and storing only anonymized content, which is encrypted during its transfer from

the field staff’s devices to our cloud server. This step assures that neither co-PIs nor re-

search staff have access to any non-anonymized content. Secondly, the action sets up an

anonymized mirror copy of the selected threads, enabling the collection of data from these

threads going forward. Ensuring a finite period for future data collection is paramount,

hence the system is programmed to automatically deactivate after two months. This auto-

matic shutdown leads to the user’s disconnection and the deletion of their contact informa-

tion from our database, effectively and securely concluding their data contribution.

6. At this stage, once the messages and threads have been logged, the respondents are asked

to answer a brief series of questions. These questions pertain to up to 5 of the threads

for which data were either harvested or excluded. Additionally, the respondents provide

information about their own demographic characteristics.
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Figure 5: Screenshot from post-donation survey

7. Within a few weeks of their participation, the respondents are compensated for their con-

tribution, typically receiving rewards such as phone credits directly on their phones. Along

with this compensation, they are once again provided with the contact information for the

“hotline” and a link to further details about the data donation program.

4 Legal and Ethical Safeguards

Our protocol includes clear legal and ethical safeguards, which we detail here.

4.1 Strong Anonymization and Privacy Protection

Understanding the effectiveness of our anonymization strategy in protecting user privacy re-

quires a comprehensive explanation of the data collected, along with the specifics of how and
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when anonymization occurs. This detailed overview will provide clarity on the types of data

harvested through this approach and the precise methods and timing employed to ensure pri-

vacy is maintained throughout the data collection and analysis process.

With this data collection process, we gather a range of information. This includes details on

the users’ connections (i.e., their address book), the identities of individuals they have communi-

cated with on WhatsApp, the number of groups they are a member of, the size of these groups,

and, most critically, the content of chats to which users have consented to share. The content

from these chats encompasses messages, images, and videos, along with the timestamps of these

communications and the identities of the senders.10 This approach is designed to balance the

need for comprehensive data collection with strict adherence to privacy and anonymization stan-

dards.

Our data collection process involves multiple stages of anonymization to ensure privacy. The

first stage, an automated anonymization process, occurs before the data is stored on our servers.

During this stage, we employ automated procedures to strip any personally identifiable informa-

tion, such as names, phone numbers, and emails, from the dataset. This is accomplished using

advanced, privacy-preserving algorithms from a well-established and widely utilized library

provided by Google, known as the Google Data Loss Prevention API. Each piece of sensitive

information is converted and replaced with a unique identifier. Although this identifier could

technically be used for re-identification, we eliminate the original key as soon as we have con-

firmed that the data is securely stored, making re-identification impossible. Additionally, we do

not store group icon pictures (i.e., profile pictures) in our dataset. These measures are integral to

our commitment to maintaining the highest standards of data privacy and security throughout

our research process.

In addition, for pictures/videos included within the threads that we collect, we create the

following pipeline:

10Additionally, as will be detailed later, users’ names and contact numbers are immediately anonymized in a manner
that ensures neither we nor anyone else can access this personal information.
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1. At the outset, we securely store the pictures and videos collected on our servers. Simulta-

neously, we generate hashes for each of these visual elements. Hashing is a process that

transforms these images and videos into a unique, fixed-size string of characters.

2. Following the creation of hashes for the images and videos, we utilize these hashes to de-

termine whether the same image or video appears in the data shared by multiple users.

Since each hash is a unique identifier corresponding to a specific image or video, compar-

ing these hashes enables us to identify instances of the same content being shared across

different data sets.

3. We take significant measures to ensure the privacy and anonymity of the visual content we

store. Most images and videos are irreversibly anonymized, with the exception of those

shared by at least 5 groups or threads in our dataset and that do not contain personal data.

Given that this will apply to a relatively small subset of the content, our core research team

will review each of these items individually to determine their eligibility for exclusion from

anonymization. This thorough procedure is designed to ensure that we avoid accessing the

vast majority of un-anonymized visual content, thereby maintaining strict adherence to

privacy standards.

For the anonymization of visual content, we employ state of the art tools designed to auto-

matically blur faces. This technology offers a convenient and automated process for anonymizing

not only faces but also other identifiable features in images and videos, such as car license plates.

This entire procedure occurs within our servers, ensuring that the data never leaves our system

during the anonymization process. Once the images and videos are anonymized, we replace

the original, un-anonymized files stored on our servers with these newly anonymized versions.

Following this, the original un-anonymized images and videos are permanently deleted. This

step is crucial to ensure that no personally identifiable visual content is retained in our database,

aligning with our commitment to uphold strict privacy standards in our research.

Despite the rigor of our protocol, it’s important to recognize that perfect, infallible anonymiza-

tion is unattainable and cannot be solely reliant on automated procedures. Therefore, we intro-

duce a second layer of anonymization, this time driven by human oversight. This Systematic
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Anonymization Audit (SAA) is conducted before any analysis of the data. The objective of this

audit is to enhance and, ideally, perfect the anonymization process already in place. The SAA

involves a meticulous review of the data by trained personnel, who manually check for any

residual personally identifiable information that might have escaped the automated procedures.

In practice, the SAA involves research associates, well-versed in the relevant context, examin-

ing all text and visual content previously anonymized through automated means, to assess any

remaining re-identification risks of personal data. The focus initially is on the text content, where

they systematically eliminate any references to specific locations, identification numbers, and

mentions of individual attributes, whether physical, physiological, genetic, mental, economic,

cultural, or social. Additionally, details about unique possessions or aspects of an individual’s

company or social network that could lead to identification are also carefully redacted. This

process is crucial for enhancing the privacy safeguards already established by the automated

anonymization methods.

After completing the text anonymization, the focus shifts to further anonymizing visual con-

tent as necessary. Specifically, this involves blurring any elements in the images that could hint

at or directly indicate a location, such as street signs or storefronts. Additionally, we ensure

that potentially distinctive or atypical landmarks in the background are blurred. If the attire of

individuals in the images is distinctive or identifying, that too is blurred for added anonymity.

Finally, any distinctive body marks, like scars or tattoos, are also blurred, although faces will

have already been obscured in the earlier stage of anonymization. We will update this list as

need occurs.

4.2 Policy with Regards to Legally Problematic Content

Our protocol in addition incorporates explicit provisions to address scenarios where data collec-

tion or research activities might lead to the discovery of content that requires mandatory legal

disclosure, in accordance with the laws of the countries where our research is conducted.

Although we anticipate a low likelihood of such occurrences ex-ante, we acknowledge that
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this data collection project or the subsequent analysis could result in “unexpected findings."

These are findings that, while outside the primary scope of our research objectives, might require

researchers to take specific actions, such as disclosing information to appropriate or designated

authorities. This aspect of the protocol ensures we’re prepared to responsibly manage any un-

foreseen or incidental discoveries that arise during the course of our research.

In a project centered on social media and violence, ethical dilemmas classified as ’serious

and/or complex’ might arise if the research uncovers unexpected or incidental findings that

necessitate interventions for the safety and well-being of participants. This could include indica-

tions of physical abuse, self-harm, drug dependency, or neglect, particularly in minors. Addition-

ally, the research might reveal information subject to mandatory disclosure under the national

laws of the countries where the research is conducted. Such situations would require researchers

to break the confidentiality normally afforded to research participants. Instances that might ne-

cessitate such disclosures include criminal activities like crimes, child sexual exploitation, human

trafficking, or acts of terrorism.

Should such content be detected, our research team commits to consulting with the ERC PO-

LARCHATS´ ethics advisory board, which includes specialists from both Brazil and India, within

3 days from the time of discovery. This consultation will focus on determining the most appro-

priate course of action for each individual case. We consciously avoid setting a predetermined,

blanket policy for such situations, given the dynamic political environments in both countries

and the possibility of political bias within their judicial systems. This approach allows for a more

nuanced and context-sensitive response to each unique scenario, ensuring ethical integrity and

adaptability in our research practices.

4.3 Restraint in Amount of Data Collected

As previously mentioned, we request participants to share data spanning up to four months: two

months prior and two months following their involvement. This data is specifically from threads

meeting certain criteria–those with four or more participants and at least 15 messages in the past
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two weeks. However, participants are also provided the flexibility to share only a portion of this

selected data. They have the option to contribute either historical data or data going forward.

Additionally, they can choose to exclude any thread from the initial list presented to them and

can opt out of as many threads as they wish. It’s also important to note that participants have the

freedom to withdraw from the program at any point after giving their consent, ensuring their

ongoing control over their data and participation.

Consequently, our approach does not entail an indefinite connection to participants’ What-

sApp accounts, and we deliberately refrain from collecting data from certain types of threads. We

consider these parameters to strike an appropriate balance between three key elements: (i). ad-

herence to the data minimization principle, (ii). the practicality of our extensive anonymization

strategy, and (iii). our capacity to conduct meaningful scientific research, particularly statisti-

cal analyses, that serve the public interest. This balance is critical to ensure that our research

methodology is both ethically sound and scientifically robust.

All other threads, particularly one-on-one conversations, are completely omitted from our

data collection process. These threads do not appear on the research associate’s screen when

interacting with potential donors and cannot be selected for inclusion in the donation, even if the

gateway user expresses a desire to share them.

These measures substantially restrict the volume of data that our research team can collect.

Although this approach is designed to furnish a considerable amount of politically and socially

pertinent data regarding users’ WhatsApp activities in the target countries, enabling meaningful

and representative analyses, it also serves as a safeguard against the excessive or unrestrained

accumulation of private data. We view this restraint as essential, particularly as data donation

programs become more prevalent.

The ongoing discussion within the research community about the optimal balance between

data access for research purposes and privacy considerations is crucial. We believe that the

provisions we have implemented significantly address the ethical and legal challenges associated

with WhatsApp data collection, as outlined earlier. However, it’s important to recognize that

while our tool and protocol effectively navigate these challenges, they don’t completely eliminate
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all obstacles to deploying a successful data donation program. Adhering to ethical data collection

practices doesn’t inherently assure, and might even conflict with, the ability to gather data from

samples that are scientifically compelling and representative.

5 Solving the Sampling Challenge

As noted above, our protocol imposes strict limitations on the types of data, the types of groups,

and the amount of data we collect at the individual level. We believe these limitations to strike

the right compromise between our ability to carry research and the need for privacy protection,

insofar as these limitations theoretically do not prevent us from collecting the data we are most

interested in, in the context of our research; that is, the content of larger groups (here defined as

groups including 5 or more members).

With this said, even if we deem the data donated by each individual donor to be interesting

enough, our ability to understand what circulates on large WhatsApp groups in India and Brazil

is contingent on our ability to solve the aforementioned sampling challenge. That is, it is con-

tingent on our ability to gather data from samples of users that are ideally representative of the

societies we are interested in (or at least of some subgroups of users in these societies), or as a

second best, samples which at least include donors from diverse enough subgroups from these

populations.

In the rest of this section, we outline several possible strategies that we deem more or less de-

sirable and/or realistic, based on the pre-tests and exploratory surveys we have so far conducted

in India and Brazil.11

11Because our main research objectives are openly descriptive, and require that we speak about a broader popula-
tion, we exclude from the get-go snowball sampling as well as simpler forms of convenience sampling.

25



5.1 Probability Sampling

A first – and maybe ideal – possibility may be to rely on probability or random sampling, possibly

based on some stratification. In this case, after the research team identify targeted individuals

based on some form of random selection from an established sampling frame (a population list),

associates would approach them and ask them to donate part of their WhatsApp data, following

the protocol detailed above. This attempt at extracting WhatsApp data may be embedded in

another survey or constitute the central objective of the study.

Although others may be more lucky in different locations, our experience suggest that such

a strategy, while not altogether impossible, may be either expensive or inefficient or both. We

attempted a version of this in August 2023 in a single district of Uttar Pradesh, India, initially

over a large sample.12 Despite the fact that we were offering relatively large incentives, the

proportion of randomly selected respondents that were contacted and who later accepted to

donate some of their WhatsApp data never crossed the 15% mark. Importantly, while this was

not encouraging, the denominator here included a large a amount of individuals (more than

half of those contacted, in fact) who either (i) did not own or have access to a smartphone, (ii)

had access to a smartphone but did not have internet data at the moment of contact, or, (iii)

had a smartphone and data but either did not use WhatsApp or used it too little to qualify as

eligible donors. We also note that the rate of donation was almost three times higher among

some demographics that may be of specific interest to researchers (young men, for instance, in

this context), potentially making random sampling a viable option if targeted on some specific

demographic subgroups. Nonetheless, such numbers would require researchers to deploy very

large resources in order to obtain donations from a sample of individuals that would eventually

remain a biased sample. While we did not carry a similar experiment in Brazil, we embedded

in two existing studies based on stratified random sampling (first, in the relatively affluent city

of Blumenau (N=426), in the South of the country; and separately across the Northern state

of Pernambuco (N=999)) a series of attitudinal questions gauging individuals’ willingness to

12While the initial plan was to contact 800 individuals, we cut short the experience after 6 days, in light of low
participation rates.
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donate their data. Importantly, these questions were asked after the protocol was explained

in great detail, and respondents were able to consult all formal documents that our potential

donors would receive in the final study. They were also told that they would receive relatively

large monetary incentives immediately before they were asked whether they would accept to

participate to the data donation program. Finally, to make the question even more meaningful,

respondents were asked if the research associate could return the following week at an agreed

upon time to complete the data donation protocol. While the actual rate of donation would likely

be smaller than what we can infer from these behavioral intentions, results were overall more

encouraging than in India. In our first sample, 25% of the individuals we overall approached

pledge to donate their data, and 29% of those who declared being active on some WhatsApp

groups. Further, the number rose, sometimes as high as 40% among some demographics, with

the young, male and less affluent respondents overall being more prone to donating their data.13

While it took place among a less affluent population, with much lower rates of WhatsApp usage,

results were comparable in our second sample: 18.3% of the individuals we overall approached

pledge to donate their data, but this number grew to 35% among those who declared being active

on some WhatsApp groups and were eligible donors as per our criteria. Importantly, differences

in willingness to donate overall did not significantly differ across age, gender, education level or

income levels in this second sample.

Altogether, while more research may be needed to increase our confidence in this intuition,

these data suggest that random sampling might be a feasible option if researchers can offer

incentives as substantial as ours, if they are able to previously identify the criteria of likely donors,

and if these correspond to a population of interest. This may be possible in some contexts and

with regards to specific research questions. Nonetheless, we believe this should overall remain a

difficult and expensive option, including for researchers with substantive research budgets. For

this reason, we believe researchers may be better off using a less probabilistic and more creative

approach to sampling.

13We by contrast detected no correlation with education.
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5.2 A More Feasible Alternative: Decentralized quota sampling

Given the challenges we faced as we attempted to rely on random sampling, we devised an

alternative approach for our pilot studies in India and Brazil.

While it does not have the obvious advantages of random sampling, the strategy we relied on

India avoids some of the most obvious pitfalls associated to purposeful sampling, convenience

sampling or snowball sampling. We name this strategy “decentralized quota sampling". Practi-

cally, we recruit a large number of research associates (a much larger number of associates than

may be necessary in a traditional survey) and later request each of them to recruit, following

some strict demographic quotas implemented at the level of each research associate, a relatively

small number of donors located around their own place of residence. Concretely, we have many

research associates disseminated around a territory of interest, each of which recruits a relatively

small number of donors following some quotas. This strategy guarantees that we recruit indi-

viduals with sufficiently diverse demographic characteristics – quotas prevent homogeneity in

the pool of donors recruited by each associate –, and that we recruit individuals drawn from

a variety of different networks, as each associate may only recruit a small numbers of donors.

Provided the number of potential donors recruited by each associate remains small (for instance

< 20), and that the number of associates initially recruited is high and spread over a series of

locations which may jointly be representative of the population of interest, we contend that such

a strategy would enable researchers to collect data based on larger (and possibly more diverse)

samples than random sampling arguably would. More importantly, such a strategy would allow

researchers to better focus their resources.

We piloted this strategy in one district of Uttar Pradesh (India) in September 2023. This

allowed us to receive donations from 379 users giving us 1,094 groups at a fraction of the cost

we would have spent had we relied on random sampling. We later piloted this strategy in Sao

Paulo (Brazil) where we harvested data from 201 users, who gave us a total of 792 groups.

While we have have so far refrained from engaging in analyses about the content of the

threads we exported, these pilots already provide us with important aggregate statistics about
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WhatsApp usage and about willingness to give away content in both of our samples. As shown

in Figure 6, the average number of groups with more than 2 participants that donors had on

their phones was 23.2 in Brazil and 15.85 in Brazil.14. Of these, users were by design - following

the limitations we self-impose as per our protocol - only able to donate an average of 5 and

3.32, respectively. One good news from a sampling standpoint is that they did give away the

vast majority of these groups, as evidenced by the comparison between the number of eligible

groups and the number of effectively donated groups. While our sample is likely biased, there is

little evidence that the sample of groups that participants donated was. Figure 7 in turn shows

the distribution of group sizes in our two datasets. The median group sizes in India and Brazil

were 104 and 71 respectively. As we can see, these are potentially large groups as indicated by

previous research on the membership of users in large public groups (Lokniti, 2018). Because we

collect messages over a period ranging from 2 to 4 months per participant, this strategy allows

us to harvest a large number of messages: we harvest an average of 2,760 messages per donor in

Brazil, and 1,103 in India.

14For the record, the average number of one-on-one conversations that donors had on WhatsApp was 171.42 in
Brazil and 140.17 in India
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Breaking this down by age category (Figure 8), we confirm that all age categories maintain

relatively few large and active groups (as implied by Figure 6), but also show that the number

of such groups broadly seems to correlate with age in both countries, with the youngest donors

having and hence donating the lowest number of groups.15
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Figure 8: Number of donated groups by age categories

The comparison Brazil/India in terms of activity on large WhatsApp groups so far may

imply that this activity is somewhat correlated to living standards, with comparatively better-off

Brazilians maintaining a higher number of such groups. A break down of the number of donated

groups by demographics other than age (in Figures 9 and 10) broadly seems to confirm this point.

In India (Figure 9), while we did not have a reliable way to measure donors´ income as part of

the survey tagged onto our pilot, we see that the number of groups is extremely correlated with

caste categories, with upper-caste donors maintaining many more large active groups than lower-

caste donors. Similarly, Hindu respondents appear to maintain (and hence donate) many more

15Small N in some of the highest age categories in both countries make these aggregate statistics potentially unreli-
able.
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groups than Muslim respondents. In Brazil (Figure 10), we observe similar evidence suggesting

that income and education correlate to the amount of groups. Meanwhile, we detect no clear

correlation with gender, race, or religion.
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Finally, the metadata allow us to describe the type of content we extract. In Figure 11, we first

show statistics about the ratio of messages that are forwards, and the number of times they have

been forwarded in a row, until they have been forwarded five times or more and are labeled as

“frequently forwarded" by WhatsApp. As shown in the Figure, the vast majority of messages are

not forwards, and only around 1% of all content is frequently forwarded content. We however

note some major and interesting differences in rates of forwards across India and Brazil, with

forwards accounting for a fairly large proportion of all messages received by our Indian donors.
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roughly 1% in each dataset

Second, we can use our data to describe whether messages are chats (text messages), image,

videos, or other types of content. As shown in Figure 12, only around 50% of all messages

in both countries are chats, illustrating the multimedia nature of WhatsApp. We however note

some interesting differences in the way in which Indians and Brazilians use the service. For

instance, images are significantly widely used in India, with close to 40% prevalence, Brazilians

use significantly larger share of audio and video messages.
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6 Conclusion

In sum, the strategy we detail here should provide researchers with an efficient, privacy-protecting

and secure methodology to collect WhatsApp data to answer a variety of research questions. In

that sense, we hope our work will help develop research on the platform and its uses around the

world.

Of course, we acknowledge that this strategy has limitations. First, we recognize that the

multiple, extensive stages of anonymization we implement eventually fall short of eliminating

100% of the possible risks of identification of the individuals involved. We however believe it

comes extremely close to doing that, in practice, and note that researchers willing to undertake

WhatsApp research must, in one way or another (ideally, only in a residual way), be willing to

invoke that their research is in the public interest - as per GDPR´s article 6 -, to deviate from

otherwise very limiting guidelines and make said research practically possible. Our strategy,

while it goes a long way in striking the right balance between privacy protection and our ability
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to do research, is not perfectly foolproof on the privacy protection front unless we invoke our

right to deviate from usual privacy protection guidelines to carry research in the public interest.

Second, we still lack sufficient data to speak to the representativeness of the data we will

eventually manage to extract. Until a larger study is run, we will remain unclear as to whether

the strategy will for instance function among some demographics, and the extent to which re-

spondents will be selective in terms of the groups they choose to donate. There is in addition

little doubt that researchers focusing on populations by nature difficult to investigate (say for in-

stance, members of a rebel army or of a vigilante group) will continue to struggle to obtain data

to study the influence that WhatsApp networks may have in these processes. Our technology

may not entirely change the reticence that many users may have when approached and asked to

donate their smartphones’ content.

Third and relatedly, our strategy is costly in labor, infrastructures, and resources, especially

if researchers are going to provide rewards or incentives to potential donors. This implies that

many researchers relying on it will not be able to collect large and/or representative datasets in

the case of their choosing.

In spite of these important limitations, we believe the technology we present in this article,

and which we will keep improving over the next few years, will dramatically improve current

research opportunities and practice. Our early experiments in the field in India and Brazil on

our own project (ERC POLARCHATS) suggest that we will be able to obtain large datasets from

a diverse, if not representative, group of users. This is, in and of itself, an improvement over

the status quo, and one that should allow us to answer some important research questions and

monitor the virality of problematic contents on the app.

Further, while we acknowledge that most researchers will not be able to collect as much

data as we plan to due to the rather costly nature of our strategy, we also hope it will help

set the standards for how to collect WhatsApp data, regardless of the amount of data collected

by specific researchers. Important discussions about consent, privacy and anonymization are at

stakes and need to be balanced with the impervious need to access this data to document and

analyze some pressing dangers. Even if researchers assemble datasets more limited in scope than
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the ones we are planning to assemble, we believe their strategy should equally go through this

balancing exercise and provide clear safeguards to users. In that sense, we hope this article will

push researchers to reflect on what “fair” WhatsApp data collection should look like – a thorny

issue we have tried to solve –, in addition to assisting their practical needs.
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