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Abstract

Migration and mobility present major societal challenges, while also
representing key opportunities. New data sources from social media, such
as Facebook and LinkedIn, offer valuable insights that can help us measure
and understand patterns of long-term migration and short-term mobility,
as well as immigrant integration along various dimensions. In this chapter,
we describe how Facebook data for advertisers can be used to quantify
migration, and to study levels of assimilation of migrants based on the
interests they express online. We use the term assimilation in a technical
or neutral sense to express a measure of the distance between groups. In
LinkedIn, aggregate-level information can be harvested to discover where
migrants have studied, and where they live and work. In addition, all
social media advertising data sources provide information about the lan-
guages that people speak (e.g., Polish speakers on Snapchat in London).
Across all case studies, we discuss the limitations and risks of using these
data, including privacy and legal concerns. Given the difficulty of col-
lecting timely migration data, particularly for traits related to cultural
assimilation, the methods we develop and the results we provide in this
study open up new lines of research that computational social scientists
are well-positioned to address.
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1 Introduction to advertising data

Online social networks are well known for promoting social interaction between
people by connecting them even when they are physically separated, whether by
a few miles or across continents. To deliver their free service to their users, most
online social networks rely on targeted advertisements as their business model.
Facebook, for example, hosts over a quarter of the world’s population, and the
Facebook Advertising Platform (Facebook Ads) alone is responsible for more
than 98% of the company’s total revenues. Similarly, Twitter, Instagram, and
TikTok are social media platforms whose business model is based on advertising.
Even social networks that are based on a freemium model such as LinkedIn,
where many features are available for free, but some require a paid membership,
rely on targeted advertisements for additional revenues.
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The key appeal to advertisers who are considering using these platforms to
promote their products lies in the targeting capabilities offered by the social
networks. Highly targeted social media ads can, potentially, deliver the right
message to the right consumer, and thus offer a good return on investment.
Social networks are able to offer these targeting capabilities due to the rich
user data they collect, which include detailed demographic information, such
as information on the users’ age, gender, home location, income level, and edu-
cation level, but also on their topical interests and certain behaviors. Some of
these attributes are explicitly self-declared by the users, such as their age and
gender, while others are derived from meta-information on how they access the
social network platform, such as their likely home location or their device type;
and some are inferred through machine learning models, using their likes, social
interactions, or status updates as input1.

In other words, we can see social media advertising as the process of match-
ing social network users by their profile data available on the social network
to target groups specified by the advertiser to deliver advertisements. Thanks
to the personalized targeting and scalability of online advertising, advertisers
benefit from huge increases in their conversions and sales at lower cost of acqui-
sition. According to the non-profit Interactive Advertising Bureau, social media
advertising has thus become a popular form of advertising, with a projected $43
billion spent on it in 20202.

The richness of the aggregated data provided by online social media adver-
tising platforms has also been explored by the academic community using the
same tools the platforms provide to advertisers. These tools allow advertis-
ers to obtain the estimated number of users on a platform that matches the
given input criteria based on demographic attributes before the ad is launched.
Using these tools, researchers can obtain data for studying demographic char-
acteristics across several research areas, including mobility and migrant assim-
ilation (Dubois et al. 2018). Facebook and LinkedIn host two of the main
advertising platforms researchers use to study migration, in part because these
platforms have features that make it easy to target migrants3.

Facebook is the most popular online social network, and its purpose is very
generic, as its users can utilize the platform for different purposes in their daily
lives, such as contacting friends, sharing emotions, or reading the news. Sim-
ilarly, users on LinkedIn can use the social network to connect and build a
professional network. By using Facebook’s advertising manager4, it is, for ex-
ample, possible to target users by their current location as well as by their
hometown, which allows us to identify potential migrants. Similarly, LinkedIn
provides information on each user’s previous and current place of work or study,
which can be used to study migration. The information the network users pro-

1https://www.facebook.com/business/help/182371508761821?id=176276233019487, Ac-
cessed April 12, 2021.

2https://www.iab.com/, Accessed April 12, 2021.
3While Twitter has similar features, to the best of our knowledge, there has so far been no

research conducted using Twitter advertising data (at the time of writing, April 2021).
4https://www.facebook.com/business/tools/ads-manager

2

https://www.facebook.com/business/help/182371508761821?id=176276233019487
https://www.iab.com/
https://www.facebook.com/business/tools/ads-manager


vide about their native language and the languages they speak can also be used
as a proxy for their nationality or home country, and to study migration.

When performing research involving Facebook Ads, it is, for example, pos-
sible to study the process of migration at a high level, and to examine the
assimilation levels of migrants based on the interests they express online. For
instance, in Section 2, we show how Facebook Ads can be used to collect anony-
mous and aggregate audience estimates for women aged 18+ living in Colombia
who used to live in Venezuela and who primarily use a 4G connection to access
the social network site. Since it is possible to collect information about the users’
educational institutions or employers through LinkedIn data, the LinkedIn Ad-
vertising Platform can be used to study professional migration. The LinkedIn
platform may be used to harvest information about where migrants have studied,
where they live and work, and their professional connections. As an example, in
Section 3, we show how the LinkedIn Ads platform can be used to estimate the
number of female LinkedIn members who hold a PhD, studied at the University
of Cambridge, and are now living in Germany.

These data are publicly accessible (Facebook/LinkedIn account needed) for
every user, and there are no special access requirements. The advertising plat-
form web page allows for the most intuitive and user-friendly interactions. At
this web page, the advertiser can select the desired demographic attributes,
while the platform provides the estimated number of users who match the crite-
ria. However, this approach is relatively slow, and does not scale. To automate
the data collection process, we can use dedicated application programming in-
terfaces (APIs) provided by the platforms. This approach requires certain levels
of programming and web-scraping skills. These APIs, which are used for serving
data to the website’s front end, are not publicly advertised. They can, however,
be easily identified using network monitoring in any modern web browser.

Thus, a key advantage of these data is that they are available for free. An-
other highly attractive feature of both platforms is that they allow researchers
to segment the advertising and to target specific audiences (without actually
placing an ad). When compared to the work involved in collecting data using
other data sources, such as surveys and census data, the data collection pro-
cess through online social media platforms requires less time, effort, and cost
to deliver the desired data. The amount of data available, the scalability, and
the speed of updates are among the other advantages of using these low-cost,
real-time platforms. In particular, these platforms are interesting to researchers
because they offer access to large numbers of users who provide their informa-
tion on social networks, and because they offer APIs. Although there are a
lot of advantages to using these platforms as data sources, doing so also raises
ethical issues. In addition, the platforms are structured as a black box, which
imposes limits on the use of such data for research. We discuss these limits in
Section 4 after discussing examples from two major platforms that provide free
advertising data: Facebook and LinkedIn.
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2 Facebook example(s) — What has been done

Figure 1: Screenshot of Facebook’s advertising platform for an ad targeting
women aged 18+ living in Colombia who used to live in Venezuela and who
primarily use a 4G connection to access the social network site. The advertising
platform displays an estimated audience size of 150,000 users matching these
targeting criteria.

As is the case for most social networks, Facebook’s main revenue stream is
from targeted online advertising. Facebook offers advertisers a rich set of target-
ing options to reach the desired audience. In addition to providing advertisers
with the ability to target users based on age, gender, device type, or topical in-
terests, Facebook Ads allows advertisers to target users based on their previous
country of residence (“users who used to live in country X”). For a specified
set of targeting criteria, the platform then provides an estimate of the audience
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size called the Monthly Active Users (MAU). For example, Figure 1 shows the
specifications for an ad targeting women aged 18+ living in Colombia who used
to live in Venezuela and who primarily use a 4G connection to access the plat-
form. For this target group, the ad platform displays an estimated 150,000 users
matching these criteria5. While the example here is at the country level, these
estimates can be requested at various subnational spatial resolutions, includ-
ing for regions, for cities, and, at the lowest spatial granularity, for a specified
radius around a given latitude/longitude coordinate. However, at more fine-
grained spatial resolutions, data sparsity can become an issue, as the number
of available Facebook users decreases, especially in countries with lower Face-
book penetration. These estimates can be collected programmatically through
an API6 for various combinations of targeting options providing aggregated and
anonymized data7 on the distribution of Facebook users in a given location.
Such data can provide opportunities for social science research, including for
studies on migration. This section reviews some studies that have used these
data for migration research, and the methods they have employed to analyze
the data and to address bias.

Figure 2: Facebook and American Community Survey (ACS) profiles of stocks
of migrants by age and sex for Mexicans in California and in Texas. Source:
Zagheni et al. (2017).

5Accessed on November 10, 2020. Note that the marketing API returns rounded estimates,
whereby values in the thousands are rounded to the nearest hundredth, values in the tens of
thousands are rounded to the nearest thousand, and so on.

6https://developers.facebook.com/docs/marketing-apis/
7The following Python library can be used to collect advertising data from the Facebook

Marketing API: https://github.com/maraujo/pySocialWatcher
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Zagheni et al. (2017) and Spyratos et al. (2019) studied how migration
researchers can complement migration statistics by using Facebook’s audience
estimates of users with different countries of previous residence to estimate the
sizes of migrant populations. Zagheni et al. (2017) observed strong correlations
between the fractions of Facebook users with various countries of previous res-
idence across US states and the sizes of foreign-born populations estimated by
the American Community Survey (ACS), and the country-level estimates of the
sizes of migrant stocks in the World Bank data. When the authors compared
the American Community Survey data to Facebook’s audience estimates, they
observed patterns of bias across the information on age and country of previous
residence (Figure 2), which they corrected for by including country and age fixed
effects in a regression model that predicted the survey data from the Facebook
user estimates. They observed improved model accuracy in estimating the sizes
of migrant populations when this bias correction was done. Spyratos et al.
(2019) used these data to compute estimates of migrant populations by country
of origin globally in different destination countries. They addressed the selection
biases in the sample of Facebook users by dividing the audience estimates for
each migrant group by the Facebook penetration rate. This approach enabled
them to correct for differences in Facebook usage across different countries of
origin and destination, as well as across different age and gender groups. The
Facebook penetration rates for each demographic group in each country were
estimated by dividing the number of monthly active users on Facebook from
the API by the respective population’s size from the survey data. They then
developed a model to compute the Facebook penetration level for each migrant
group as a weighted average of the Facebook penetration rates in the countries
of current and previous residence. These weights parameters were then esti-
mated to give the best predictive fit between the corrected Facebook estimates
and survey data.

Alexander et al. (2019) studied the utility of such data for estimating short-
term population movements, such as in the aftermath of natural disasters, while
focusing on the case of the outmigration of Puerto Ricans to the continental US
after Hurricane Maria. They estimated the percentage change in the popu-
lation of Puerto Ricans by comparing the number of Facebook users in the
United States who previously lived in Puerto Rico in the periods before and af-
ter Hurricane Maria. In order to account for changes not due to the Hurricane –
such as changes related to an update to Facebook’s estimation algorithm, which
may have affected user estimates for a broad range of users – they adopted a
difference-in-differences approach whereby the observed change in the user esti-
mates for other migrant groups was deducted from the observed change in the
user estimates for Puerto Ricans. Given that changes in the estimates of Face-
book users for other migrant groups generally moved in lock-step with those for
Puerto Ricans in the periods prior to the hurricane, this approach was used to
isolate changes in the population of Puerto Ricans that resulted from the hur-
ricane. The authors then estimated the number of Puerto Ricans who moved
to the continental US by multiplying the estimated percentage increase in the
population of Puerto Rican Facebook users by the number of Puerto Ricans
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in the United States prior to the hurricane based on the survey data. The au-
thors observed an increase in the number of Puerto Ricans – including a marked
increase in the number of younger, working-age Puerto Ricans – living in the
US.

Palotti et al. (2020) studied how the estimates of Facebook users from
Venezuela could be used to estimate the sizes of the Venezuelan refugee popu-
lations at the national and the subnational levels for various countries in Latin
America. To estimate the number of Venezuelan refugees, they corrected Face-
book’s estimates of users who previously lived in Venezuela by the overall Face-
book penetration rate in the destination country. For example, if the total
number of Facebook’s monthly active users in the destination country, as per
the advertising API, was estimated as equal to 60% of the destination country’s
population, then the raw estimates would be scaled up by a factor of 1/.6. The
authors found a strong correlation between these estimates and the available
survey data at national and subnational geographic resolutions. In addition to
estimating the sizes of the refugee populations, the authors explored the insights
that could be gained from these estimates about the educational and economic
situations of these populations. They developed regression models to estimate
the users’ income levels based on the device types they used on the platform, and
drew on the self-declared information on the users’ educational levels to learn
more about the educational qualifications of the Venezuelan refugees across
countries, and across regions in a country.

Beyond these quantitative estimates of the sizes of migrant populations, Dubois
et al. (2018) and Stewart et al. (2019) studied qualitative aspects of cultural as-
similation by using the interest-based targeting options of the platform. Dubois
et al. (2018) collected the audience estimates of Facebook users for a list of inter-
ests in both the destination country and the home country of the target migrant
group under study. They compared the numbers of users with these different
interests in the home country and in the destination country in order to filter
the interests to those that were more popular in the destination countries. Using
the filtered list of interests, they then computed an assimilation score that com-
pared the relative popularity of these interests in the destination country, and
among the targeted migrant groups in the destination country. Dubois et al.
(2018) applied their approach to studying migrant assimilation among Arabic-
speaking migrants in Germany across different demographic groups. Stewart
et al. (2019) used the methodology of Dubois et al. (2018) to study the assimi-
lation of Mexican migrants to the Anglo and African-American populations in
the United States. For their study, Stewart et al. (2019) focused on the Mex-
ican migrants’ interests in musical genres in order to study their assimilation
levels, while taking into account demographic dimensions such as age, gender,
educational level, and language.

The wide range of targeting criteria provided on Facebook Ads makes it
possible to study other aspects of migration and mobility as well. Spyratos et al.
(2020) used data on estimates of users by travel frequency (using the option to
target users who are “frequent travelers” or “frequent international travelers”)
to study the traveling behavior of migrant groups by country of previous and
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current residence. As a validation step, the authors observed strong correlations
between the estimates of Facebook users by country of previous residence who
were frequent travelers or frequent international travelers, and the per capita
number of international travelers by nationality in the United Kingdom, and the
per capita income by nationality in the United States, respectively. To model
the traveling behavior of the migrants in this sample of Facebook users, the
authors fitted various regression models to explain the fraction of users who
were frequent (international) travelers as a function of other variables, such as
the users’ demographics; and the characteristics of the country of previous or
current residence, such as the country’s income and gender inequality levels or
its Facebook penetration rates.

As the studies reviewed here have shown8, the advertising audience estimates
from Facebook Ads represent a useful data source for studies of migration and
mobility. Among the potential applications of these data are estimating the
sizes of migrant populations; complementing traditional migrant statistics; esti-
mating short-term migration movements in response to natural disasters, or in
the context of a refugee crisis in which official data may be lacking or appearing
with a time lag; and gaining further insights into other aspects of migration,
such as education, socioeconomics, cultural assimilation, and traveling behavior.
However, these advertising audience estimates also have limitations. Section 4
discusses the limitations of using social media data sources for studies of migra-
tion.

3 LinkedIn example(s) — What has been done

Unlike Facebook, LinkedIn’s advertising platform does not provide a mecha-
nism to explicitly target users based on countries they have lived in before.
However, LinkedIn supports targeting users by “Member Schools” to “reach
members who completed a course at a specific school, college, university or
other learning institution”. This targeting is available for schools that have
a dedicated page on LinkedIn, such as https://www.linkedin.com/school/

university-of-cambridge/ for the University of Cambridge. Using the ap-
propriate search API endpoint9, one can look up the corresponding ID, in this
case, urn:li:school:12691. This ID is needed for API calls to obtain audience
estimates through the corresponding endpoint10.

Figure 3 shows an example of the specifications for an ad targeting women
living in Germany who studied at the University of Cambridge, and who hold
a Ph.D. For this target group, the ad platform displays an estimated 420 users
matching these criteria11.

To approximate the criterion of “having lived in country X”, we compiled

8Interested readers are invited to contact the study authors for access to the data used in
their study.

9https://www.linkedin.com/campaign-manager-api/campaignManagerAdTargetingEntities
10https://www.linkedin.com/campaign-manager-api/campaignManagerAudienceCounts
11Accessed on November 10, 2020.
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Figure 3: A screenshot of LinkedIn’s advertising platform, showing a target
audience size of 420 members for the selection of female LinkedIn users who
studied at the University of Cambridge, hold a Ph.D., and are living in Germany.

a list of higher education institutions in country X, so that we could construct
a query for LinkedIn users who “studied at a higher education institution in
country X”. Concretely, for each European country, including territories such as
the Isle of Man, we (i) obtained a list of universities from uniRank12 to search for,
(ii) searched for academic institutions for each city, region, or country targetable
by LinkedIn, and (iii) later filtered the returned results to remove kindergartens
and high schools, as well as false positives, such as universities with ambiguous
names from non-European countries (since we were only interested in European
countries).

Figure 4 shows a circular plot of the estimate of LinkedIn users who (i)
studied in country X (origin of the arrow), and (ii) who now13 live in country Y
(target of the arrow), rather than in country X. The estimates are in hundred
thousands, and small countries are not shown to avoid clutter. Furthermore,
the estimates are rescaled to correct for LinkedIn penetration in the target
country: for a host country with a population of P and a total number of resident
LinkedIn users L, all estimates are scaled upward by P/L. Assuming that

12https://www.4icu.org/
13As of the time of data collection; i.e., October 2018.
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migrants are more likely than non-migrants to be on LinkedIn, these rescaled
estimates would be the upper bounds for the true numbers.14
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Figure 4: A circular plot showing estimates for how many people studied in
one European country, but are currently living in another. Numbers are in
hundred thousands (100,000s). The estimates are obtained through LinkedIn’s
advertising platform, and are corrected for LinkedIn penetration rates in the
host country. Assuming migrants are overrepresented on LinkedIn compared to
non-migrants, the estimates would be the upper bounds for the true numbers.

14Zagheni et al. (2017) observed that generally Facebook overestimates the (migrant)/(non-
migrant) ratio compared to ground truth data from the World Bank. This overestimation was
most pronounced in poorer, African countries. This suggests that migrants, compared to non-
migrants, are more likely to be on Facebook and that this gap is biggest in poorer countries.
In other words, if you migrate to a poor country, you’re more likely to be on Facebook than
the host population. But the same does not hold in countries such as the US or countries
with high Facebook penetration.
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Whereas the fairly large country-to-country mobility shown in Figure 4 might
not be surprising given the European context and programs such as Erasmus15,
the same methodology can be applied to shine a light on otherwise overlooked
highly skilled migrants. Figure 5 shows similarly obtained estimates for LinkedIn
users who (i) studied at a university in Syria, but (ii) are currently16 living in
a European country. These estimates, which were generated by Michele Vespe
and Spyridon Spyratos at the European Commission, are obtained by scaling up
the raw estimates by the LinkedIn penetration among college graduates. Con-
cretely, for each host country separately, they computed the ratio of “LinkedIn
users with a self-declared BA, MA, or Ph.D.” and “population with a university
degree according to Eurostat17”. Assuming the LinkedIn penetration among
university-educated Syrians is similar to the LinkedIn penetration among the
host population, this correction factor appropriately corrects for the under-
sampling. This case study and the corresponding figure were shared by the
authors of Vespe & Spyratos (2019), and are being used with permission.

Note that one challenge researchers face in this type of data collection is
that LinkedIn users who studied in several countries are counted multiple times.
Thus, a LinkedIn user who studied in both Germany and the United Kingdom,
and who currently lives in Spain, would be counted both as having moved to
Spain from the United Kingdom, and as having moved to Spain from Germany.
This double-count could be conceptually addressed by iterating over pairs or
triples of origin countries. Concretely, a researcher could obtain a separate
estimate for the number of people who have lived in two countries, such as
Germany and the United Kingdom, and then subtract these estimates from the
bigger count based on single countries of origin. While theoretically possible,
this would increase the number of queries that would need to be issued to the
appropriate API by roughly a factor of n=28, which was the number of European
Union member countries in 2018.

Another practical challenge researchers face in using these data is that, un-
like Facebook, LinkedIn does not offer documentation for their existing free-of-
charge APIs, which are somewhat hidden. The documentation offered online
by LinkedIn instead refers to a premium API that is aimed at bigger adver-
tisers. Therefore, we advise researchers who want to automate data collection
from LinkedIn to study the hidden API using network monitoring tools that
are built into the browser18. These network monitoring tools log the requests
sent to the LinkedIn server by the web browser. These requests are being made,
usually unnoticed by the user, while the LinkedIn Campaign Manager is being
used normally. Through the application of these tools, it is easy to understand
which API is being called to search for a school of a particular name, or which
API provides the actual audience estimates. Using the appropriate structure of
the API calls, together with the required cookies obtained after signing in, it

15https://ec.europa.eu/programmes/erasmus-plus/node_en
16As of 2018.
17https://ec.europa.eu/eurostat
18See https://developer.mozilla.org/en-US/docs/Tools/Network_Monitor for Firefox,

or https://developers.google.com/web/tools/chrome-devtools/network for Chrome
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Figure 5: Estimates of the number of college-educated people from Syria living in
the European Union (EU). The estimates are derived from LinkedIn advertising
data with an attempt to correct for selection bias (see text). A similar method
was proposed in Vespe & Spyratos (2019).

is relatively easy to automate data collection using the APIs. In Section 4, we
discuss the limitations and challenges that typically arise when working with
advertising platforms.

4 General limitations/challenges

While there are many advantages to using these novel methods to obtain data
for demographic research, it is important to be aware of the limitations of these
methods, and their risks.

Self-selection bias: The first limitation is integral to all social network
research: namely, that the data are subject to self-selection bias. As most social
network users self-select to be on the platform, they do not constitute a repre-
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sentative sample of the society. Certain features offered by the platforms also
make them amenable to certain types of user sets. For instance, highly educated
users are overrepresented on LinkedIn, and urban users are overrepresented on
Twitter (Perrin & Anderson 2019).

Self-report bias: Even if we correct for such biases, there are issues with
using observational data that are subject to self-report bias. Users might not
always provide the right information. For instance, in many cases, we rely on
self-reported data, such as information about educational level on Facebook or
about schools attended on LinkedIn. While it is generally assumed when using
such datasets that the information users provide can be taken at face value, this
may not always be the case.

Algorithmic bias: A more serious issue that is particular to advertising
data is that these data were not devised to be used for the purposes we have
illustrated in this chapter. First, these datasets were generated for advertising
purposes, and not to study migration. Hence, the designers of these datasets
might have different objectives. Second, the data are generated by black-box
algorithms, which are, in most cases, company secrets that will not be revealed.
Thus, any biases that were programmed into these black-box algorithms will be
replicated in the data, and, eventually, in our analysis. Moreover, any errors
in the inference processes of these algorithms will also be replicated in our
analysis. Third, given the proprietary nature of the data and the processes
through which they are generated, that data might undergo regular updates
that are not apparent to the researchers, who mistakenly assume that the data
collection process is consistent. For instance, Facebook has been changing its
definition of “users who lived in country X” every year. As a result, even though
we see the ease of obtaining new data from these sources as positive (e.g., data
for measuring how trends changed after an event, such as a natural disaster), we
cannot be sure whether the changes in the data we observe are due to changes
in Facebook’s algorithms, or to the new users who came onto the platform.

Brittleness of the APIs: From a practical perspective, the APIs re-
searchers can use to obtain the data may change frequently or disappear al-
together, which can make it difficult to replicate research. For instance, in our
own experience, LinkedIn advertising API changed from HTTP GET to HTTP
POST unannounced, which forced us to rewrite all of our code.

Privacy concerns: The next big concern that arises when using such data
is the privacy risks they pose. The datasets we proposed using in this chapter
are aggregated anonymized data. They only provide counts of users who satisfy
certain criteria. However, previous studies have demonstrated how such aggre-
gated data and other tools that Facebook provides could be misused (Speicher
et al. 2018). Although these risks have now been fixed, there is no guarantee
that the aggregated data will always be anonymized. To preserve individual
anonymity, these advertising APIs do not return any user counts below a cer-
tain minimum threshold (1,000 users on Facebook and 300 users on LinkedIn in
November 2020). A practical side effect of the aggregation in research studies
is that this aggregation could lead to biases. For example, accurate counts of
small populations may not be possible. One technique for reducing these biases
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was recently proposed in Rama et al. (2020).
It is even more important to bear in mind that having anonymized, aggre-

gated data does not necessarily mitigate all privacy concerns. Privacy is not
just of concern to individuals. Group-level harms can occur, even with aggre-
gated data, that could be misused by bad actors. For instance, authoritarian
governments could use such data to obtain aggregate statistics of regions in a
country with high immigrant populations, or with people of a certain faith.

Ethical and legal concerns: Finally, there are ethical and legal challenges
when using such data that remain unresolved. It is important to keep in mind
that some of the data, particularly the data used to infer the interests of users,
are collected by the platforms without the consent of the users. The use of data
brokers (Venkatadri et al. 2019) might lead to data being collected without
the consent of the users, or without the users being given the opportunity to
opt-out. There are some interesting ongoing legal arguments about whether
the computation and targeting of such interests complies with General Data
Protection Regulation (GDPR)19.

In summary, although advertising data might appear to be a viable source of
data for demographic research, these data have specific caveats and limitations
that we should be aware of when using such datasets in our research. This is
especially important given that the output of such research could be used to
inform policy.

5 The next frontier: Combining data and fully
leveraging the infrastructure of the digital age

In this last section of the chapter, we discuss research developments in this
area that may occur in the future. More specifically, we focus on the new
opportunities offered by the ability to combine different types of data sources
with those provided by the advertising platforms for Facebook and LinkedIn.
The first main way of combining probabilistic samples and passively collected
data involves developing statistical models, often using Bayesian approaches.
The second main way of combining sources and tools involves using advertising
platforms to recruit participants for surveys.

An emerging line of literature that we expect to develop further in the years
to come focuses on combining different types of data sources using Bayesian
statistical methods. The underlying idea is that different types of data have
different types of biases and imperfections. These issues, which can affect data
quality, can be explicitly modeled by incorporating additional information. This
can be done in a formal and reproducible way using Bayesian methods. More
specifically, researchers can incorporate beliefs, either via the use of so-called
priors, or by structuring models so that certain types of information are pooled
across space and time.

19https://techcrunch.com/2018/05/16/facebook-faces-fresh-criticism-over-ad-targeting-of-sensitive-interests/
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In a recent example centered around nowcasting stocks of migrants in the
United States, Alexander et al. (2020) showed that a Bayesian hierarchical model
that combined data from Facebook Ads and data from the American Commu-
nity Survey produced more accurate short-term forecasts than either a model
that relied only on Facebook data or a model that relied only on time series
from the American Community Survey.

Figure 6: Schematic illustration of the approach used to combine data from the
Facebook advertising platform and data from the American Community Survey
to produce more accurate short-term forecasts of migrant stocks in the United
States. Source: Alexander et al. (2020).

Figure 6 shows a schematic illustration of the approach used to combine data
from Facebook Ads and data from the American Community Survey to produce
more accurate short-term forecasts of migrant stocks in the United States. While
the figure refers to the paper by Alexander et al. (2020), the approach is quite
general, and a number of studies are testing Bayesian models for combining
social media and survey data to estimate stocks or flows of migrants (e.g., Hsiao
et al. (2020)).

The second main area of development is the use of the advertising infras-
tructure to collect data via surveys. Migrants are a hard-to-reach population.
Targeted advertisements may provide the tools necessary to reach these popu-
lations and to invite them to participate in a survey. Initial approaches have
demonstrated that this is a cost-effective way of collecting data (Pötzschke &
Braun 2017). A rapidly expanding related literature in public health has also
shown that when appropriate post-stratification weights are used, surveys run
via advertising platforms can generate estimates that are close approximations
of those obtained from probabilistic samples (Grow et al. 2020).

In sum, we expect that the next frontier will involve blending approaches
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from classic data collections, survey methods, and Bayesian statistics with the
infrastructure of the digital age, which offers not just access to digital trace
data, but new opportunities for data collection and survey experiments.
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