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Understanding and combatting 
misinformation across 16 countries  
on six continents

Antonio A. Arechar    1,2,3, Jennifer Allen2, Adam J. Berinsky    4, Rocky Cole5, 
Ziv Epstein2,6, Kiran Garimella7, Andrew Gully5, Jackson G. Lu    2, 
Robert M. Ross    8, Michael N. Stagnaro2, Yunhao Zhang2, 
Gordon Pennycook    9,10   & David G. Rand    2,11,12 

The spread of misinformation online is a global problem that requires global 
solutions. To that end, we conducted an experiment in 16 countries across 
6 continents (N = 34,286; 676,605 observations) to investigate predictors 
of susceptibility to misinformation about COVID-19, and interventions to 
combat the spread of this misinformation. In every country, participants 
with a more analytic cognitive style and stronger accuracy-related 
motivations were better at discerning truth from falsehood; valuing 
democracy was also associated with greater truth discernment, whereas 
endorsement of individual responsibility over government support was 
negatively associated with truth discernment in most countries. Subtly 
prompting people to think about accuracy had a generally positive effect 
on the veracity of news that people were willing to share across countries, 
as did minimal digital literacy tips. Finally, aggregating the ratings of our 
non-expert participants was able to differentiate true from false headlines 
with high accuracy in all countries via the ‘wisdom of crowds’. The consistent 
patterns we observe suggest that the psychological factors underlying the 
misinformation challenge are similar across different regional settings, and 
that similar solutions may be broadly effective.

The spread of misinformation online has become a major cause of 
concern in recent years. Although the 2016 United States Presidential 
Election and British ‘Brexit’ referendum triggered an explosion of aca-
demic research on ‘fake news’ and social media1, online misinformation 
has long been a global problem2. In fact, in many cases, the negative 
impact of misinformation is most starkly felt outside of North America 

and Western Europe. For example, in Myanmar, false information on 
Facebook may have facilitated genocide against the Rohingya minority  
group3,4; and in India, at least two dozen people have been killed in 
mob lynchings after rumours were spread on WhatsApp5. More  
generally, the worldwide nature of misinformation is perhaps most 
evident in the case of coronavirus disease 2019 (COVID-19). In parallel to 
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data on the population of social media users (as opposed to the general 
population), and the relative use of different social media platforms, 
were not available in many countries. Thus, we do not know how closely 
representative our sample is of the relevant social media users in each 
country; although we note that the messaging application WhatsApp is 
included as one of the qualifying social media platforms for eligibility 
in our study, and WhatsApp usage is widespread in much of the world.

While misinformation comes in many forms, we follow most previ-
ous work in this area (see refs. 24,25) and focus on the belief in, and shar-
ing of, news. We particularly focus on news headlines, rather than full 
articles, because on social media news is largely consumed by reading 
headlines without clicking through to read the full article. Specifically, 
we presented each participant with 10 true and 10 false news headlines 
about COVID-19, randomly sampled from the larger set of 45 headlines 
(of which 30 were false).

Each participant was also randomized into one of four experimen-
tal conditions (the Accuracy, Sharing, Prompt and Tips conditions, 
discussed in detail below) that varied in terms of what participants 
were asked about for each headline, and what (if any) interventions 
were applied before the headline evaluation task (Fig. 1). All analyses 
were pre-registered except where noted; for full survey materials, data 
links and our pre-registration, see Supplementary Section 1.

Who believes misinformation?
First, we test predictions generated by several theories regarding sus-
ceptibility to belief in misinformation. To do so, we examine predictors 
of participants’ ability to identify true versus false headlines when 
judging their accuracy.

In the Accuracy condition, participants were asked to rate the 
accuracy of each headline on a scale from 1 (extremely inaccurate) to 
6 (extremely accurate). Beginning with overall descriptive statistics, 
we find that, while participants rated true headlines as much more 
accurate than false headlines in every country on average, there was 
marked variation across countries in average truth discernment (overall 
accuracy of participants’ judgements, computed as average ratings 
for true minus average ratings for false) (Fig. 2). Interestingly, this 
variation was largely driven by variability in the perceived accuracy of 
false news: On the two extremes, participants in India believed false 

the actual pandemic, an ‘infodemic’ of misinformation and conspiracy 
theories about COVID-19 has spread around the globe6–13, espousing 
false cures14,15, questioning effective mitigation strategies (for example, 
regarding masks)11,16 and promoting vaccine hesitancy10.

Given the global reach of online misinformation, it is important to 
study it in a global context. There are numerous reasons to expect that 
the individual differences that predict susceptibility to misinformation, 
and the effectiveness of anti-misinformation interventions, may vary 
meaningfully across countries. Beyond basic issues related to general-
izability from W.E.I.R.D. (Western, Educated, Industrialized, Rich and 
Democratic) cultures17, the context of misinformation—and online mis-
information in particular—brings unique reasons to expect variation. 
For example, there is a long-standing tradition of a relatively free and 
open press in W.E.I.R D. countries, which may lead to different attitudes, 
and baseline levels of credulousness, towards news than in other parts 
of the world18. W.E.I.R.D. countries also have a longer history of use of 
digital devices, the internet, and social media than much of the rest of 
the world, bringing with it a greater average level of digital literacy19,20. 
Furthermore, social media is used differently in different parts of the 
world. For example, while newsfeed-based platforms like Facebook 
are dominant in such countries, messaging platforms like WhatsApp 
are dominant in many other parts of the world21. Moreover, cultural 
attitudes towards accuracy, and thus the extent to which people  
value accuracy versus other motives when deciding what to share 
online, may also vary cross-culturally. Therefore, it is of great scientific 
importance to examine how the psychology of misinformation varies 
across cultures, and what patterns are consistently observed. Further-
more, from a practical perspective, social media companies—whose 
user bases span the globe—are understandably reluctant to imple-
ment interventions that have not been shown to have cross-cultural 
effectiveness.

In this Article, we shed new light on the psychology of online mis-
information globally with a large-scale experiment fielded simultane-
ously in 16 countries across six continents (total N = 34,286; 676,605 
observations). We investigate who believes and shares misinformation, 
and we evaluate three anti-misinformation interventions.

A major challenge for cross-cultural studies of misinformation is 
that each country presents a different cultural context with a unique 
media environment and news cycle. Thus, it is typically necessary to use 
different content for each country, which presents a challenge when 
trying to compare across countries. However, COVID-19 provided a 
unique opportunity in this context as it allowed us to construct a set 
of true and false statements that were of global relevance. In total, we 
selected 30 false and 15 true headlines about COVID-19 (for a full list of 
the headlines used in our experiment, see Supplementary Section 1). 
While each headline will not have the exact same level of relevance and 
familiarity across all countries, we aimed to create a broadly relevant 
headline set by compiling them from various sources including the 
World Health Organization’s list of COVID-19 myths and fact-checking 
websites from several different countries. Furthermore, although (mis)
information exists along a continuum of accuracy22, for tractability 
we focus here on the dichotomy between clearly true and clearly false 
statements—while also noting that being exposed to clearly false claims 
increases subsequent belief just as much as exposure to more plausible 
false claims23.

To evaluate who believes misinformation online and what to do 
about it, we specifically recruited convenience samples of social media 
users in each country, quota-matched to the national distribution of age 
and sex within each country. Although our participants were not truly 
representative of the populations of their respective countries (for 
example, our participants tended to be more educated than the general 
population in some countries), our samples were well calibrated to 
national estimates of four cultural value items from the World Values 
Survey in most countries (for details of the recruitment process and 
sample demographics, see Supplementary Section 2). Furthermore, 

Accuracy Sharing Prompt Tips

×20 ×20 ×20 ×20

Fig. 1 | Visualization of the four experimental conditions. In the Accuracy and 
Sharing conditions, participants saw the same screen 20 times, with a different 
headline each time. In the Tips and Prompt conditions, participants first saw one 
or two screens implementing the treatment, and then advanced to complete the 
same sharing-intention screen as in the Sharing condition 20 times with different 
headlines each time.
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claims more than twice as much as participants in the United Kingdom. 
Conversely, there was comparatively little variability across countries 
in the perceived accuracy of true news. We conducted exploratory 
country-level analyses of the relationship between truth discernment 
and economic variables (inequality and gross domestic product (GDP)), 
cultural variables (individualism versus collectivism, and power dis-
tance), and institutional variables (corruption, freedom and human 
development). We find that participants from countries that are more 
individualistic, have more open political systems, and have lower power 
distance scores are significantly better at telling true headlines from 
false headlines (that is, have higher average truth discernment) (for 
details, see Supplementary Section 3.1).

What individual differences, then, predict believing misinforma-
tion? And how robust are these associations across countries? For 
each of 20 individual differences, we run a separate rating-level linear 
regression for each country, predicting perceived accuracy on the basis 
of the headline’s objective veracity, the individual difference measure 
(z-scored) and their interaction, using two-way robust standard errors 
clustered on subject and headline. We also include demographic con-
trols for age, sex, education and socio-economic status (and their 
interactions with headline veracity, as well as quadratic terms of age 
and socio-economic status) in these correlational analyses; we also 
note that excluding demographic controls from the correlational 
analyses has little impact on the results (Supplementary Section 3.3). 
We then determine the overall association, and the extent of variation 
across countries, using a random-effects meta-analysis. We focus on 
the interaction between headline veracity and each individual differ-
ence, which indicates the association between the individual difference 
measure and truth discernment.

Our pre-registration specified this linear regression specifica-
tion and random-effects meta-analytic approach, as well as this set of 
demographic control variables. However, in our pre-registration, the 
only individual difference we indicated we would explore was perfor-
mance on the Cognitive Reflection Test (CRT). The other 19 individual 
differences we investigate were not pre-registered, and thus those 
analyses should be considered post hoc.

The results are summarized in Fig. 3 (for forest plots of each indi-
vidual difference, see Supplementary Fig. 5). All results shown in Fig. 3 
and discussed in the associated text are robust to correcting for having 

conducted 20 multiple comparisons, using either the Bonferroni or 
Holm–Bonferroni correction methods (we did not pre-register that 
we would correct for multiple comparisons in these analyses, but did 
so as a robustness check). Post hoc analyses considering non-linear 
relationships do not qualitatively change the conclusions derived 
from the linear models reported in Fig. 3, while also revealing that more 
extreme responses for most Likert scale measures are associated with 
better truth discernment (Supplementary Section 3).

One theoretical perspective rooted in cognitive science argues 
that people believe misinformation when they fail to engage in analytic 
thinking and instead rely on their intuitions25,26. To test the predictions 
of this account, we measure self-reported preference for analytic think-
ing, as well as objective performance on the CRT (a set of questions 
with intuitively compelling but incorrect answers that is widely used 
to measure analytic thinking)27. We find a remarkably robust positive 
association between analytic thinking and truth discernment (Fig. 3): 
In every country, participants with a more analytic cognitive style were 
better able to discern truth from falsehood (interaction with headline 
veracity: self-report, meta-analytic b = 0.037, z = 10.559, P < 0.001, 
confidence interval (CI) 0.030 to 0.044; CRT, meta-analytic b = 0.034, 
z = 9.078, P < 0.001, CI 0.026 to 0.041). This result shows that robust 
findings from the United States context25 generalize broadly, and 
emphasizes the important role of analytic thinking in truth discern-
ment28. Relatedly, participants who passed more attention checks were 
better at telling truth from falsehood in all countries (meta-analytic 
b = 0.040, z = 8.371, P < 0.001, CI 0.030 to 0.049), as were, to a lesser 
extent, participants with college degrees (meta-analytic b = 0.016, 
z = 4.353, P < 0.001, CI 0.009 to 0.023; recall that all other reported 
associations control for demographics including education and thus 
emerge above and beyond this education-based association).

A more social psychological perspective emphasizes the impor-
tance of motivation in misinformation detection. While accuracy 
motives could drive people towards truth discernment, other motives 
(for example, the desire to denigrate counter-partisans29,30, or social 
motivations more generally31) may support false beliefs. To explore 
the connection between accuracy motives and truth discernment, we 
examine two accuracy-related motivational measures. In all countries, 
truth discernment was higher for participants who reported placing 
more importance on accuracy in the context of social media sharing 
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(meta-analytic b = 0.049, z = 17.313, P < 0.001, CI 0.044 to 0.055) and 
who felt political opinions should be based on evidence and arguments 
more than what their party says (meta-analytic b = 0.034, z = 9.837, 
P < 0.001, CI 0.028 to 0.041). This suggests a potentially important 
role of motivation, in addition to the more cognitive factors discussed 
above, in truth discernment32. Another social perspective involves 
the role of interpersonal trust: Might susceptibility to misinforma-
tion represent a more general tendency to trust others (for example,  
gullibility)? To gain some insight into this possibility, we ask partici-
pants about the extent to which they trust those they interact with in 
daily life. We find no significant relationship between generalized trust 
and truth discernment (meta-analytic b = 0.004, z = 1.702, P = 0.089, 
CI −0.001 to 0.008).

A third theoretical perspective rooted in political psychol-
ogy implicates ideology in susceptibility to falsehoods33–37. We find 
consistent associations with participants’ responses to two items 
from the World Values Survey regarding government policies: Valu-
ing democracy was associated with higher truth discernment in all 
countries (meta-analytic b = 0.045, z = 8.800, P < 0.001, CI 0.035 to 
0.055), and endorsement of individual responsibility over government  
support was associated with worse truth discernment in most countries 
(meta-analytic b = −0.015, z = 4.630, P < 0.001, CI −0.022 to −0.009). We 
also find that belief in God is associated with worse truth discernment in 
most countries (meta-analytic b = −0.015, z = 3.313, P = 0.001, CI −0.024 
to −0.006). The results are much more mixed for personal values that 
do not involve government policies, where we find that believing that 
incomes should be more equal, as well as moral relativism, did not show 

consistent associations with truth discernment. For each measure, 
some countries showed significant negative associations while others 
showed significant positive associations, and the meta-analytic results 
were not significant (income equality: b = 0.003, z = 0.606, P = 0.544, 
CI −0.006 to 0.012; moral relativism: b = 0.003, z = 0.549, P = 0.583, CI 
−0.007 to 0.012). These findings reveal complex and subtle relation-
ships between ideology, culture and the ability and/or willingness to 
correctly tell truth from falsehood.

With respect to demographics, we find that participants who are 
younger, live in less urban areas, have higher subjective socio-economic 
status (driven particularly by the highest status participants; Supple-
mentary Section 3.3), and identify as members of ethnic minorities in 
their respective countries show lower truth discernment on average, 
while sex and willingness to take risks are not consistently associated 
with truth discernment (for details, see Fig. 3).

Finally, we find a robust positive association between truth 
discernment and COVID-19 vaccination intentions (meta-analytic 
b = 0.048, z = 8.957, P < 0.001, CI 0.037 to 0.058); interestingly, this 
effect was stronger for truth discernment using vaccine-related false 
headlines (meta-analytic b = 0.064, z = 8.847, P < 0.001, CI 0.050 to 
0.078) than for truth discernment using non-vaccine-related false 
headlines (meta-analytic b = 0.038, z = 8.386, P < 0.001, CI 0.029 to 
0.047), although both relationships were highly significant and robust 
across countries (Supplementary Fig. 8). We also find a weaker—but 
still pronounced and fairly consistently signed—positive association 
between truth discernment and the extent to which participants believe 
that others will get vaccinated (that is, their perception of the descrip-
tive norm regarding vaccination). These observations, although only 
correlational, give some reason to believe that the causal link between 
misinformation and vaccine hesitancy demonstrated in the United 
States and the United Kingdom10 may extend more broadly.

We also conducted exploratory analyses of the extent to which 
variation across countries in these relationships between truth dis-
cernment and individual differences were explained by variation in 
country-level variables. To do so, for each combination of individual dif-
ference variable and country-level variable, we conducted a multi-level 
model combining data from all countries and examined the three-way 
interaction between headline veracity, the individual difference and the 
country-level variable. The results, shown in detail in Supplementary 
Table 6c, demonstrate the broad relevance of many of the economic, 
cultural and institutional factors we considered. Generally speak-
ing, cognitive sophistication, accuracy motivations and preference 
for democracy were more strongly linked to truth discernment in 
countries that were less collectivist and corrupt, and lower on power 
distance. Accuracy motives and preference for democracy were also 
more strongly linked to truth discernment in countries that had higher 
GDP and human development scores and more open political systems. 
Support for individual responsibility over government support was 
more strongly negatively related to truth discernment in countries 
with more economic inequality. And the associations between truth 
discernment and the other three ideological variables were all signifi-
cantly moderated in varying ways by all of the country-level variables 
except for economic inequality.

Accuracy judgements versus social media sharing
We now turn our attention to the sharing of misinformation on social 
media. Because exposure to misinformation increases belief in38–40—and 
perceived ethicality of41—falsehoods, understanding why people share 
misinformation, and how to reduce that sharing, is of great importance. 
As a result, there is substantial pressure on social media companies to 
reduce the sharing of misinformation online.

We begin by asking how tightly sharing intentions are linked to 
accuracy judgements. To do so, we use the Sharing condition where, 
instead of rating accuracy, participants indicate how likely they would 
be to share each headline on social media. We then compare the level 
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perceived accuracy is shown. Thus, the x axis indicates the percentage point 
increase in truth discernment associated with a one-standard-deviation increase 
in the individual difference measure. The meta-analytic mean estimate and 
95% CI are indicated by the large dot and error bars; the smaller dots show the 
mean estimate for each country. A separate model was run for each individual 
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For estimates labelled by country, see Supplementary Fig. 5. Estimates are based 
on n = 8,527 participants and 167,725 ratings.
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of truth discernment in the Accuracy condition versus sharing discern-
ment in the Sharing condition (where sharing discernment is defined 
as average sharing intentions of true headlines minus average sharing 
of false headlines).

In all countries, the difference between true and false headlines 
was greater for accuracy judgements than sharing intentions—that is, 
people were less discerning when deciding what to share than they were 
in judging accuracy (Fig. 4). Most importantly, people in the Sharing 
condition indicated an intention to share false headlines to a greater 
degree than people in the Accuracy condition believed the false head-
lines to be accurate (Supplementary Fig. 9). This suggests that people 
sometimes share false headlines that they would be able to identify as 
inaccurate if asked to evaluate the headline’s veracity42,43. Individual 
difference predictors of sharing discernment are similar to what was 
observed in Fig. 3 for truth discernment (Supplementary Fig. 10); for 
country-level predictors of the disconnect between accuracy and 
sharing discernment, see Supplementary Section 3.1. This disconnect 
between accuracy judgements and sharing intentions is particularly 
notable given that, when explicitly asked at the end of the study, a large 
majority of participants in all countries said that accuracy was very 
or extremely important to them when deciding what to share online  
(Fig. 4 inset; for by-country breakdown, see Supplementary Fig. 2).

Do accuracy prompts increase information 
sharing quality?
What explains the disconnect between accuracy and sharing dem-
onstrated in Fig. 4? Numerous factors may contribute to the sharing 
of false headlines one could identify as accurate, including anxiety44, 
emotionality45, distrust in science46, the need for chaos47, and partisan-
ship42. Another possibility is that people share news they know to be 
false in an effort to correct or mock it; however, Twitter data suggest 
that this kind of behaviour is comparatively rare48.

Here we focus on the role of inattention. Recent work has posited 
that mere inattention to accuracy—as opposed to confusion about 
veracity or purposeful sharing of falsehoods—is an important driver of 
the sharing of falsehoods42,43,49,50. If so, then simply shifting participants’ 
attention to the concept of accuracy, without providing any additional 
information about the truth value of the headlines, should improve 
sharing discernment.

To test this prediction, we compare baseline sharing intentions 
in the Sharing condition with sharing intentions after receiving an 
accuracy prompt51. Specifically, participants randomly assigned to 
the Prompt condition began the task by being prompted to rate the 
accuracy of a single non-COVID-related news headline. They then com-
pleted the same sharing task as participants in the Sharing condition, 
but with the concept of accuracy having been brought to mind by the 
prompt. Thus, to the extent that inattention to accuracy is a driver of 
misinformation sharing, we would expect participants in the Prompt 
condition to be more discerning in their sharing relative to participants 
in the Sharing condition43,50 (that is, the Sharing condition acts as the 
control condition against which the Prompt condition is compared; 
because participants are randomized to conditions, our analyses of 
these experiment effects do not include demographic controls).

As predicted, we found that the Prompt condition increased 
sharing discernment relative to the baseline Sharing condition 
(meta-analytic estimate, b = 0.171, z = 4.606, P < 0.001, CI 0.098 to 
0.244; Fig. 5a), primarily by reducing sharing intentions for false 
headlines (Supplementary Fig. 11). There was significant variation 
across countries in the magnitude of this effect (χ2 = 58.57, P < 0.001; 
I2 (%) = 0.744, CI 0.315 to 0.867), in a manner that is consistent with 
the underlying theory behind accuracy prompts51: If the prompt is 
effective because it closes the gap between accuracy judgements 
and sharing intentions, the intervention should be most effective 
for countries with the largest difference in baseline discernment for 
accuracy versus sharing.

Consistent with this prediction, the magnitude of the prompt 
effect across countries is strongly positively correlated (r(14) = 0.762, 
P < 0.001, CI 0.428 to 0.913; Fig. 5b) with the disconnect between truth 
and sharing discernment (discernment in the Accuracy condition 
minus discernment in the Sharing condition). Thus, the prompt is most 
effective for countries where people at baseline are least attentive to 
accuracy when deciding what to share. Relatedly, exploratory analyses 
indicate that the magnitude of the prompt effect was significantly 
larger in countries that had higher GDP, open political systems and 
human development scores, and were less collectivist and corrupt 
and lower on power distance—precisely because these countries had 
a larger gap between accuracy and sharing discernment; for details, 
see Supplementary Table 6b.

We also find an analogous relationship when examining variation 
in the effect of the prompt across headlines: The less accurate a head-
line seems (based on ratings from the Accuracy condition), the more 
the prompt reduces sharing of that headline relative to the baseline 
Sharing condition (r(43) = 0.908, P < 0.001, CI 0.838 to 0.949; Fig. 5c).

Together, these results support the hypothesized mechanism 
whereby the prompt improves sharing quality by shifting attention 
to accuracy. Together with a field experiment conducted with mostly 
users from the United States43, our findings suggest that platforms 
could reduce the spread of certain forms of misinformation in many 
parts of the world by nudging users to attend to accuracy. Furthermore, 
we find little evidence of any individual differences that robustly mod-
erate the treatment effect (Supplementary Fig. 12), suggesting that the 
intervention may be widely effective across individuals (even if there is 
variability across countries). These results also demonstrate the bound-
ary conditions of the accuracy prompt approach: Shifting attention to 
accuracy will only reduce the sharing of misinformation in so much as 
users are (1) less discerning when deciding what to share than when 
judging accuracy (which varies across countries, see Figs. 4 and 5b) 
and (2) able to identify a given claim’s veracity when judging accuracy 
(which varies across claims, see Fig. 5c, and countries, see Fig. 2).

Can minimal digital literacy tips improve 
sharing?
We also evaluate the effectiveness of a simple digital literacy interven-
tion for improving sharing discernment relative to the baseline Sharing 
condition. Immediately before completing the sharing task, partici-
pants in the Tips condition were encouraged to think critically about 
the news and shown a set of four simple digital literacy tips (excerpted 
from an intervention developed and deployed by Facebook)49,52. As 
expected, sharing discernment was higher in the Tips condition com-
pared with the baseline Sharing condition (meta-analytic estimate, 
b = 0.076, z = 4.302, P < 0.001, CI 0.041 to 0.110; Fig. 5d). Although this 
effect was smaller than the accuracy prompt effect, the magnitude of 
the Tips effect (in contrast to the Prompt) did not significantly vary 
across countries (χ2 = 14.54, P = 0.485; I2 (%) = 0.000, CI 0.000 to 0.437); 
and accordingly, exploratory analyses found that the Tips effect was 
not significantly moderated by any of the country-level variables we 
considered (Supplementary Table 6b). Furthermore, the Tips effect 
was not significantly moderated by any of the individual differences 
we considered (Supplementary Fig. 11b).

After the sharing task in both the Prompt and Tips conditions, we 
explained to participants that the intervention they received at the 
beginning of the study was designed to help them share more accurate 
information. We then asked how helpful they thought the intervention 
was, and how positively versus negatively they felt about it. Interest-
ingly, the tips were rated as substantially more helpful than the prompt 
in all countries (meta-analytic estimate: b = 0.355, z = 12.811, P < 0.001, 
CI 0.301 to 0.409; Supplementary Section 3.8)—despite the fact that 
the prompt was on average twice as effective as the tips in increas-
ing sharing discernment. This highlights the limitations of simply 
asking people which intervention is more effective (as technology 
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companies often do), and emphasizes the importance of directly assess-
ing the effectiveness of interventions53. From a practical perspective, 
it is also important that, for both interventions, the large majority of  
participants in all countries were either neutral or positive (84.2% 
neutral or positive ratings for prompt, 97.0% for tips; Supplementary 
Section 3.8). Thus, it seems likely that there would be little public resist-
ance to either intervention should they be adopted by social media 
platforms or policy makers.

Can layperson accuracy ratings help identify 
misinformation?
Finally, we turn from the judgements of individuals to the judgements 
of groups. The sheer volume of content posted online every day poses 
a major challenge for efforts to combat misinformation. Professional 
fact-checking is a time-consuming process and requires specialized 

training. As a result, the fraction of content that can be checked by 
professionals is minuscule. This is particularly true in countries that 
do not have a robust press and tradition of professional fact-checking. 
Thus, although professional fact-checks are extremely useful when they 
are available, employing them at scale is challenging.

Here we ask whether layperson accuracy judgements can be  
leveraged to help identify misinformation at scale22,54,55. From a practi-
cal perspective, the answer involves not just whether the ratings of the 
crowd are well calibrated to ground truth, but also whether a high level 
of agreement with ground truth can be reached with a relatively small 
crowd. Thus, we ask how effectively average ratings of participants 
from each country can be used to identify true versus false COVID-19 
statements as a function of the number of participant ratings per head-
line (that is, the size of the ‘crowd’). See Supplementary Section 1.4 for 
details of the sampling procedure used to determine the area under the 
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Prompt condition minus mean discernment in Sharing condition, all divided by 
mean discernment in Sharing condition). Error bars indicate 95% CIs; horizontal 
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countries in the size of the prompt effect is largely explained by variation across 
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across countries; for pre-registered by-country analysis, see Supplementary 
Section 3.9). Shown on the y axis is average sharing intention in the Prompt 
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across countries). d, Mean per cent change in sharing discernment caused  
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For a–d, nParticipants = 34,286; nRatings = 676,605.
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curve (AUC) for different crowd sizes, which was not pre-registered but 
is identical to the procedure used in previous work22,54,55.

We find that, in almost all countries, as few as 15 ratings per head-
line are enough to differentiate true from false headlines over 90% 
of the time; and in all countries, 10 ratings per headline enabled dif-
ferentiation over 80% of the time (Fig. 6). This demonstrates that the 
potential for crowdsourcing to help identify misinformation is not 
restricted to the United States22,54,55 ( just as it is not restricted to highly 
educated subjects; Supplementary Section 3.10), despite there being 
some variability across countries.

Conclusion
Misinformation is a global problem that requires evidence-based solu-
tions that are not idiosyncratic to particular cultural contexts. In the 
large cross-cultural experiment reported here, we find some reason for 
optimism about such efforts: Across 16 countries on all 6 inhabited con-
tinents, we find striking regularities in both the underlying psychology 
of misinformation and the effectiveness of interventions to combat it.

Although average levels of belief in falsehoods did vary substan-
tially across countries, we found consistent evidence that analytic 
thinking, accuracy motivations and support for democracy were asso-
ciated with a greater ability to discern truth from falsehood, as well 
as fairly consistent evidence that endorsement of individual respon-
sibility over government support and belief in God were associated 
with worse truth discernment. These regularities emphasize the joint 
importance of cognitive and social factors, and suggest that a common 
psychology may underlie susceptibility to COVID-19 misinformation 
across cultural contexts. They also help identify individuals who are 
most at risk of falling prey to misinformation, and thus would benefit 
most from anti-misinformation interventions.

Our results also highlight the challenges that misinformation 
poses for social media platforms in particular. In all countries, we 
found (at least some) evidence that people share news they would 

be able to identify as false if asked. An important implication of this 
disconnect between accuracy and sharing is that education campaigns 
and media literacy training aimed at improving the ability to identify 
falsehoods—although certainly positive—are unlikely to be sufficient 
on their own to stop the spread of misinformation. It is also critical to 
address the features of social media and society that may distract or 
disinhibit people from prioritizing truth.

Our observation that the effectiveness of anti-misinformation 
interventions developed in the United States generalizes broadly across 
countries is particularly encouraging. Our results suggest that shifting 
users’ attention to the concept of accuracy may be effective at reducing 
the sharing of misinformation, particularly in countries where there 
is a substantial disconnect between accuracy judgements and sharing 
intentions. On the other hand, accuracy prompts are unlikely to be help-
ful in countries where this disconnect is small (either because accuracy 
discernment is low or sharing discernment is already comparatively 
high), or for inaccurate claims that are widely believed.

Our results also suggest that digital literacy tips may be widely 
helpful. Our study may in fact underestimate the effect of literacy 
tips, as the tips we provided were quite minimal and some were not 
useful in the restricted context of our survey experiment (for example, 
instructions to pay attention to the source, as source information was 
not provided). Future work should investigate the efficacy of more 
detailed literacy interventions in richer settings.

The ability to identify false claims using the aggregated  
accuracy ratings of small groups of laypeople suggests that the wis-
dom of crowds may be a potent tool for helping to extend the reach 
of fact-checking (for example, for informing warning labels or rank-
ing algorithm demotion). Of course, an important challenge for the 
crowdsourcing approach is the possibility of misuse. For example, bad 
actors can execute coordinated attacks where they inappropriately 
flag accurate content that they disagree with. Approaches for helping 
to prevent misuse include systems where raters are given randomly 
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selected pieces of content to rate (rather than being able to choose 
which pieces of content to evaluate), or where raters have to earn 
(and maintain) a reputation for high-quality ratings in order for their 
ratings to be counted. For further discussion of crowdsourced content 
evaluation, see ref. 56.

Our general observation of cross-cultural intervention effective-
ness resonates with recent findings from smaller-scope cross-cultural 
projects that found, for example, that digital literacy tips improved 
accuracy discernment in the United States and India52 and that 
fact-checks reduced belief in false claims in Argentina, Nigeria, South 
Africa and the United Kingdom57. In addition to highlighting specific 
interventions that appear promising, these results more broadly sug-
gest that interventions designed and tested using W.E.I.R.D. popula-
tions, so long as they are rooted in basic psychological mechanisms, 
may be able to transcend cultural differences and help combat mis-
information (as well as be seen positively by users) around the globe. 
When considering interventions to combat misinformation, it is also 
important to bear in mind that no single solution is a panacea that will 
solve the problem on its own. Instead, making progress against mis-
information requires expanding the toolkit of successful approaches 
and applying them in combination58.

A limitation of our study, of course, is that we used convenience 
samples in every country. Although they were quota-matched on the 
basis of age and sex, these samples were not fully representative of 
the general populations of their respective countries, or of social 
media users in their respective countries (given a lack of good data 
on the population of users of each different social media platform 
in many countries, it is extremely hard to assess how representative 
our sample was of the national distribution of relevant social media 
users). Of particular potential concern, the education levels sampled 
were substantially higher than the national average in some countries. 
Encouragingly, however, we did not find that education (or any of the 
other individual differences we measured) moderated the effects of 
the interventions we evaluated. Thus, there is some reason to believe 
that the results we observe will generalize to more representative 
samples. Furthermore, despite the non-representativeness, the results 
presented here at the very least demonstrate that patterns observed in 
previous work are not unique to the United States and Western Europe. 
Nonetheless, it is important for future research to investigate the issues 
we explore in this paper using other, more representative, samples (for 
example, non-internet panels)52, and panels that attempt to mitigate 
issues around what type of respondent opts into completing surveys.

Our stimulus set presents another important set of limitations. 
To generate a headline set that was as globally salient as possible, 
we used global resources to source the headlines (for example, the 
World Health Organization) and avoided headlines that were specific 
to any of the countries included in the study. Nonetheless, the level of 
exposure to, and thus familiarity with, any given headline in our study 
undoubtedly varied substantially across countries. It is possible that 
this variation in familiarity may have influenced our results, and future 
studies should investigate this issue by seeking to balance familiarity 
levels across countries. For example, instead of using the same set of 
headlines in all countries, future work could select the headlines with 
the highest level of social media engagement in each country. We draw 
some reassurance, however, from the observation that countries where 
familiarity with our headlines was probably highest (for example, the 
United States and the United Kingdom) showed some of the highest 
levels of truth discernment, despite familiarity being consistently 
linked to lower levels of discernment in prior work38,59. Additionally, 
re-analysing the data from the Prompt treatments in Studies 3–5 of 
Pennycook et al.43 found that, across the 68 headlines used in those 
studies, the size of the prompt effect was strongly predicted by the 
headline’s perceived accuracy, b = 0.822, P < 0.001, CI 0.601 to 1.044 
(as we find in Fig. 5c), and not by the headline’s level of familiarity, 
b = 0.030, P = 0.789, CI −0.192 to 0.251. This suggests that variation 

across countries in familiarity with a given headline may not alter the 
effect of the Prompt treatment.

In addition to these issues related to familiarity, another limi-
tation of our stimulus set is that we presented only news headlines. 
Future work should investigate how our findings generalize to settings 
where full articles are available (for example, by clicking on headlines 
in a newsfeed), and to misinformation that comes in other forms (for 
example, messages, videos, memes or posts from other users that do 
not contain news links). Furthermore, we examined only relatively 
clear-cut cases of true versus false statements. Future work should 
investigate a broader range of misinformation, including claims that 
are misleading rather than outright false, as well as examples of propa-
ganda60 or, more generally, rumours61. In a similar vein, we focused 
on misinformation about COVID-19 and examined a specific set of 45 
headlines. It is important for future work to assess how our findings 
generalize to other sets of COVID-19 headlines, and to misinformation 
topics beyond COVID-19.

Another limitation is that our measures of sharing were hypo-
thetical. However, prior work has suggested that self-report sharing 
intentions show similar association patterns to actual sharing62, and 
the Prompt intervention tested here has been shown to affect actual 
sharing in a Twitter field experiment43. Furthermore, the pattern of 
results we observe does not seem to suggest social desirability/demand 
effects. Such concerns would lead people to exaggerate their level 
of sharing discernment (for example, by under-reporting sharing 
intentions for false news)—yet a key finding in our data is that sharing 
discernment is surprisingly low in the Sharing condition. Furthermore, 
one would expect that the Tips condition, which explicitly instructs 
participants to be more discerning, would lead to more demand effects 
than the fairly subtle Prompt condition—yet the Prompt condition 
had a substantially larger effect on sharing discernment than the Tips 
condition. Thus, although cross-cultural social media field experiments 
examining these interventions on-platform are a critical direction for 
future work, there is good reason to expect our sharing intentions 
findings to extend to actual sharing.

In sum, the results reported here help move us closer to address-
ing misinformation on a global scale. The broadly cross-culturally 
consistent patterns we observe suggest that countries around the 
world face similar psychological factors underlying the misinforma-
tion challenge—and can be equipped with similar solutions to meet 
this challenge.

Methods
We showed participants 20 COVID-19-related headlines, half of them 
true and half of them false. Depending on the condition assigned, 
they were asked to rate either the level of accuracy or their likelihood 
of sharing such content on social media. The study was conducted in 
16 countries and 9 languages (in parentheses): Argentina (Spanish),  
Australia (English), Brazil (Portuguese), China (Mandarin), Egypt (Arabic),  
India (Hindi or English), Italy (Italian), Mexico (Spanish), Nigeria (English),  
the Philippines (Tagalog or English), Russia (Russian), Saudi Arabia 
(Arabic), Spain (Spanish), United Kingdom (English), United States 
(English) and South Africa (English).

Participants
We pre-registered a target sample of 2,000 participants per country, 
recruited through Lucid Marketplace using country-specific repre-
sentative quotas on age and sex. We aimed for the same sample size in 
each country to provide a consistent level of statistical power, rather 
than aiming to reflect differences across countries in population size. 
We also specified that participants would not be allowed to complete 
the study if (1) they failed either of two trivial attention checks at the 
study outset or (2) they reported not having any social media accounts, 
declared also at the study outset. In total, 54,757 participants began the 
survey and 20,216 reported not having any social media accounts or 
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failed the initial attention checks and were not allowed to continue. In 
addition, 255 did not provide any ratings, thus leaving 34,286 respond-
ents with at least one rating (676,605 observations in total), and 33,480 
with a complete set of 20 ratings. No country had fewer than 1,928 
complete responses and it took the median participant 15:42 min to 
complete the entire study. Mean age of the participants was 38.7 years 
old, and 45% were female (for details, see Supplementary Table 2).

It took 63 days to complete data collection (from 22 February to 
25 April 2021). However, 68% of the sample was gathered within the 
first week, and 95% within the first 24 days (Supplementary Fig. 1).  
The remaining 5% of the observations collected since then corre-
sponded to age and sex quotas that were particularly hard to reach 
in a few countries. Indeed, the resulting age and sex distribution by 
country closely mirrored that of their respective populations. If any-
thing, older subgroups were under-represented in some countries, 
but this could in fact be closer to the representative sample one would 
expect if social media users were the target population (for details,  
see Supplementary Fig. 3).

Materials
We asked participants to complete a 15 min survey programmed in 
Qualtrics. This software and the rules set by the supplier prevented 
people from participating more than once. The base questionnaire 
had 71 questions, but in some countries a few questions deemed as 
non-essential for this project were dropped to keep the survey within 
the expected time for completion (which varied across countries). 
The questionnaire and list of headlines, as shown in the United States, 
can be found in Supplementary Section 1. For other countries, we 
recruited translators from the website Upwork and asked them to 
translate all materials into their local language; for English-speaking 
countries, we asked them to localize terms to sound more natural. Once 
we had the translated documents, we recruited another translator 
from the same website and asked them to back-translate the materials 
(they were not aware that the original language of the documents was 
English). Back-translated documents were then reviewed by a native 
English-speaking author of this manuscript (D.G.R.), and in case of 
discrepancies another author (A.A.A.) coordinated further rounds 
of review with translators, or back-translators, until a satisfactory 
outcome was reached. Translators also tested the final version of the 
programmed survey before deployment. Materials are available at 
https://osf.io/g65qu/. We used R 3.6.1, RStudio 2022.07.0+548 and 
Stata 15 for data analysis.

Procedure
Participants were randomly allocated to one of four conditions:  
Accuracy, Sharing, Prompt or Tips. Eligible participants were then 
shown a set of 10 false and 10 true COVID-related headlines (one at a 
time and randomly sampled from a list of 30 false and 15 true headlines). 
We asked them to assess either the accuracy of a headline in the Accu-
racy condition (‘To the best of your knowledge, is the above headline 
accurate?’; 6-point Likert scale) or, for the other three conditions, the 
likelihood of sharing a given headline (‘If you were to see the above 
headline online, how likely would you be to share it?’; 6-point Likert 
scale). In the Sharing condition, participants were simply asked about 
their sharing intentions for each item. In the Prompt condition, partici-
pants were first asked to evaluate the accuracy of an unrelated headline 
(randomly selected from a list of four), and for the Tips condition, 
they were first shown four digital literacy tips, originally developed 
by Facebook and implemented in the United States and India52. Once 
the task was completed, participants completed a three-item CRT27, 
several questions aiming to explore individual difference moderators 
and, for a subset of the countries, questions that will be used as part 
of separate projects. Finally, participants were debriefed. Specifically, 
we re-presented true headlines they had been shown and informed 
participants that these headlines were all true, and any headlines not 

shown were false (we did not re-present the false headlines to avoid the 
risk of exposure effects38).

Ethics
This research was deemed exempt by the MIT Committee on the Use 
of Humans as Experimental Subjects, #E-2982. Informed consent was 
obtained from all participants (see page 4 of Supplementary Materials).

Reporting summary
Further information on research design is available in the Nature  
Portfolio Reporting Summary linked to this article.

Data availability
Data are accessible through this link: https://osf.io/g65qu/.

Code availability
Code and materials are accessible through this link: https://osf.io/
g65qu/.
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