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ABSTRACT
In the context of a data stream, a classifier must be able to learn from a theoretically-infinite stream of examples using limited time and memory, while being able to predict at any point. Many methods deal with this problem by basing their model on a window of examples. We introduce a probabilistic adaptive window (PAW) for data-stream learning, which improves this windowing technique with a mechanism to include older examples as well as the most recent ones, thus maintaining information on past concept drifts while being able to adapt quickly to new ones. We exemplify PAW with lazy learning methods in two variations: one to handle concept drift explicitly, and the other to add classifier diversity using an ensemble. Along with the standard measures of accuracy and time and memory use, we compare classifiers against state-of-the-art classifiers from the data-stream literature.

1. INTRODUCTION
The trend to larger data sources is clear, both in the real world and the academic literature. Nowadays, data is generated at an ever increasing rate from sensor applications, measurements in network monitoring and traffic management, log records or click-streams in web exploration, manufacturing processes, call-detail records, email, blogs, RSS feeds, social networks, and other sources. Real-time analysis of these data streams is becoming a key area of data mining research as the number of applications demanding such processing increases.

A data stream learning environment has different requirements from the traditional batch learning setting. The most significant are the following, as outlined in [1]:

• process one example at a time, and inspect it only once (at most);
• be ready to predict (a class given a new instance) at any point;
• adapt to data that may evolve over time; and
• expect an infinite stream, but process it under finite resources (time and memory).

Proper evaluation of the performance of algorithms in a stream environment is a major research question. Up to now the focus has mainly been on developing correct procedures for comparing two or more classifiers with respect to their predictive performance. In practice, finite resources limit the choice of algorithms that can actually be deployed; we need to gauge at least approximately how much predictive performance can be obtained given the investment of computational resources. Therefore we argue for the inclusion of time and memory usage as dimensions in the assessment of algorithm performance.

Several methods from the literature incrementally record probabilistic information from each example they see in the stream to build an incremental model over time (for example, Naive Bayes, or Hoeffding Trees). Other methods maintain a “window” of examples to learn from (for example k-Nearest Neighbour (kNN), nearest centroid (Rocchio) classifiers, and other lazy methods). A basic implementation will maintain a sliding window of a fixed size. It is not possible to store of all stream instances due to eventual memory (and processing) limitations.

Despite the fact that the implementation is limited by the size of its sliding window, our analysis has revealed that such methods can be extremely competitive in a data-stream environment, not only in terms of predictive performance but also time and memory usage. They require very few training examples to learn a concept (many less than, for example, Hoeffding Trees) and their window provides a natural mechanism for handling concept drift; as it will contain the most recent instances – precisely the ones which are most likely to be relevant for the next prediction. The resulting classifier
needs to be tuned to the data stream in terms of the size of the window, but even relatively small windows provide surprisingly good performance.

However, a weakness of this existing sliding-window approach is that it can forget too many old instances, as they are dropped from the window. While the most recent training instances are usually most likely to be the most relevant ones when making a prediction for a new instance, this is not always the case, and older instances may carry information that is still relevant, or may become relevant again in the future.

Using our analysis, we introduce a new method for learning from data streams: Probabilistic Approximate Window (PAW). This method finds the compromise between the relevance of information in the most recent instances, and the preservation of information carried by older instances. PAW maintains a sample of instances in logarithmic memory, giving greater weight to newer instances. But rather than leaving the window to naturally adapt to the stream we use an explicit change detector and keep only those instances that align with the most recent distribution of the data.

Additionally, since it has been shown previously [2] that adding classifier diversity can significantly boost the performance of a base classifier, we also investigate the accuracy gains of deploying this leveraging bagging for our k-Nearest Neighbour method.

This paper is structured as follows. Section 2 details prior work that we draw on for comparison. We introduce the Probabilistic Approximate Window method and its two variations in Section 3. Section 4 then details the data sets used and the results of comparing the three lazy learning methods with state-of-the-art base and ensemble classifiers. Finally, we make concluding remarks in Section 6 and indicate avenues for future research on these methods.

2. PRIOR WORK

Naive Bayes [3] is a widely known classifier; it simply updates internal counters with each new instance and uses these counters to assign a class to an unknown instance probabilistically.

Naive Bayes makes a good baseline for classification, but in terms of performance, has been superseded by Hoeffding Trees [4]: an incremental, anytime decision tree induction algorithm that is capable of learning from massive data streams by exploiting the fact that a small sample is often enough to choose an optimal splitting attribute. Hoeffding Trees have been shown to work particularly well in a Bagging ensemble [5, 2].

Unlike Naive Bayes and Hoeffding Trees, a k-Nearest Neighbour algorithm cannot learn from a stream indefinitely without discarding data, since it maintains an internal buffer of instances that it must search through to find the neighbours of each test instance. When the internal buffer fills up, it serves as a first-in-first-out sliding window of instances. The prediction of the class label of an instance is made using the majority vote of its k nearest neighbors from inside this window.

Even though improved search [6] and instance-compression techniques [7] have been shown to improve its capacity considerably, the question of how to properly deal with kNN in a concept drift setting is still open. Recent work, such as [6] still only removes outdated instances when space is needed for new instances, and they test their methods mainly on medium sized datasets. [8] also provides a fast implementation of k-Nearest Neighbour, but this work is focussed on automatically calibrating the number of neighbours k and does not consider data with concept drift.

Reacting to concept drift is a fundamental part of learning from data streams [9]. As previously mentioned, k-Nearest Neighbour methods do this to some extent automatically, as they are forced to phase out part of their model over time due to resource limitations; nevertheless it is possible to add an explicit change detection mechanism. ADWIN [10], which keeps a variable-length window of recently seen items (such as the current classification performance), is an example of this, and has been used successfully with Hoeffding Trees [5].

Our experimental evaluation reveals that kNN methods perform surprisingly well. This has an important implication: that it is not necessary to learn from all instances in a stream to be competitive in data-stream classification.

3. PROBABILISTIC APPROXIMATE WINDOWS (PAW)

In the dynamic nature of data streams, more recent examples tend to be the most representative ones of the current concept. Nevertheless, forgetting too many old instances will result in reduced accuracy, as too much past information disappears, leaving the learner with a small snapshot of part of the current concept. A classifier, therefore, should aim to learn as quickly as possible from new examples, but also maintain some information from older instances. We propose a new methodology which does exactly this by maintaining in logarithmic memory a sample of the instances, giving more weight to newer ones.

Rather than storing all instances or only a limited window, the Probabilistic Approximate Window algorithm (PAW) keeps a sketch window, using only a logarithmic number of instances, storing the most recent ones with higher probability. It draws inspiration from the Morris approximate counting algorithm, which was introduced in what is considered to be the first paper on streaming algorithms [11]. The main motivation of this counting algorithm, is how to store in 8 bits, a number larger than 2^8 = 256. Suppose that we have a stream of events or elements, and we want to count its number of events n using only a counter of 8 bits. The idea of the method is simple, instead of storing n using log(n) bits, it is possible to store its logarithm using log(log(n)) bits.

Algorithm 1 Morris approximate counting

1. Init counter c ← 0
2. for every event in the stream
3. do rand = random number between 0 and 1
4. if rand < p
5. then c ← c + 1

Algorithm 1 shows the pseudocode of the algorithm. Basically, for each new event that arrives, it decides with probability p if it updates the counter c by one. The error and the variance of the estimation depends on the probability p chosen.
Let us see a simple case: for each event that arrives in the stream, the algorithm decides, randomly with $p = 1/2$, if it updates the counter $c$ by one or not. The counter will maintain an estimate of the number of items arrived divided by two. The variance is $\sigma^2 = np(1 - p) = n/4$ as $p = 1/2$. For example, imagine that we have 400 events, the counter will maintain a count of $n/2 = 200$, and the standard deviation will be $\sigma = \sqrt{n/4}$, i.e. $\sigma = 10$ for this case.

Morris proposed to store in the register the value given by the function $f(x) = \log((1 + x)/a)/\log(1 + 1/30)$; plotted up to $x = 10$ (top) and $x = 100$ (bottom). The first values are stored with higher probability and the rest with lower probability.

Proximate counting values follow a logarithmic law.

Algorithm 1 Probabilistic Approximate Window

1. Init window $w \leftarrow \emptyset$
2. for every instance $i$ in the stream
3.     do store the new instance $i$ in window $w$
4.     for every instance $j$ in the window
5.         do rand = random number between 0 and 1
6.             if rand > $b^{-1}$
7.                 then remove instance $j$ from window $w$

Using these functions, Morris approximates the size of the window that we would like to keep. Flajolet [12] proved that we get an estimation $E[2^x] = n + 2$ and a variance of $\sigma^2 = n(n + 1)/2$.

A way to improve the variance using the same amount of space, is using a base $b$ smaller than 2 in the logarithms. Then $p = b^{-e}$, the estimation is $E[b^c] = n(b-1) + b$, the value of the counter is $n = E[(b^c - b)/(b - 1)]$ and the variance is $\sigma^2 = (b - 1)n(n + 1)/2$.

For example, suppose that we have 8 bits to store our counter, and $b = 2$. The maximum value stored is $2^{255} - 1$ and the standard deviation is approximately $2^{255}/\sqrt{2}$. Instead, if we use $b = 2^{1/16}$ then we reduce the variance to a twentieth part, since $b - 1 = 0.044$.

Algorithm 2 Probabilistic Approximate Window

1. Probabilistic Approximate Window
2. 1. Init window $w \leftarrow \emptyset$
3. 2. for every instance $i$ in the stream
4. 3.     do store the new instance $i$ in window $w$
5. 4.     for every instance $j$ in the window
6. 5.         do rand = random number between 0 and 1
7. 6.             if rand > $b^{-1}$
8. 7.                 then remove instance $j$ from window $w$

We further improve the method in two ways:

1. We add concept-drift adaptive power, using a change detector to keep only the examples that correspond to the most recent distribution of the data. We use ADWIN [10], since it is a change detector and estimator that solves, in a well-specified way, the problem of tracking the average of a stream of bits or real-valued numbers. ADWIN keeps a variable-length window of recently seen items, with the property that the window has the maximal length statistically consistent with the hypothesis "there has been no change in the average value inside the window". ADWIN maintains its own window in a compressed fashion, using only $O(ln(w))$ space for a window of size $w$.

2. We add diversity using a leveraging bagging method [2] to improve accuracy, creating classifiers using different random instances as input. First, we initialize $n$ classifiers. For each new instance that arrives, we train each classifier with a random weight of $\text{Poisson}(\lambda)$, where $\lambda$ is a parameter chosen by the user. When a change is detected, the worst classifier of the ensemble of classifiers is removed and a new classifier is added to the ensemble. To predict the class of an example, we output as a prediction the class with the most votes.
4. EXPERIMENTS

In this section we look at the performance offered by Probabilistic Adaptive Windowing (PAW).

We exemplify PAW with the k Nearest Neighbour algorithm (kNN), using the PAW window as its sliding window. The prediction of a class label for each instance is made by taking the majority vote of its k nearest neighbors in the window. kNN has been shown to perform surprisingly well against a variety of other methods in the data-stream context [13, 14].

We compare the performance of our method (kNN with PAW) to existing well-known and commonly-used methods in the literature: Naive Bayes, Hoeffding Tree, Hoeffding Tree ensembles, and kNN using a standard windowing technique of the previous w examples. These methods, and their parameters, are displayed in Table 1. We also compare to kNN with the variations of PAW we described in Section 3.

All algorithms evaluated in this paper were implemented in Java by extending the MOA software [15].

We use the experimental framework for concept drift presented in [1]: considering data streams as data generated from pure distributions, we can model a concept drift event as a weighted combination of two pure distributions that characterizes the target concepts before and after the drift. This framework defines the probability that a new instance of the stream belongs to the new concept after the drift based on the sigmoid function.

Our experimental evaluation comprises two parts:

1. We study the effects of different batch-size parameters value for the k nearest neighbour methods; and then
2. We compare the performance of all methods.

We measure predictive performance (accuracy), running time, and RAM-Hours (as in [16] where one GB of RAM deployed for one hour equals one RAM-Hour).

4.1 Data

In our experiments we use a range of both real and synthetic data sources.

Synthetic data has several advantages – it is easier to reproduce and there is little cost in terms of storage and transmission. For this paper we use the data generators most commonly found in the literature.

SEA Concepts Generator An artificial dataset, introduced in [17], which contains abrupt concept drift. It is generated using three attributes. All attributes have values between 0 and 10. The dataset is divided into four concepts by using different thresholds θ; such that: \(f_1 + f_2 \leq \theta\) where \(f_1\) and \(f_2\) are the first two attributes, for \(\theta = 9, 8, 7\) and 9.5.

Rotating Hyperplane The orientation and position of a hyperplane in d-dimensional space is changed to produce concept drift; see [18].

Random RBF Generator Using a fixed number of centroids of random position, standard deviation, class label and weight. Drift is introduced by moving the centroids with constant speed.

LED Generator The goal is to predict the digit displayed on a seven-segment LED display, where each attribute has a 10-inverted; LED comprises 24 binary attributes, 17 of which are irrelevant; see [19].

Table 1: The methods we consider. Leveraging Bagging methods use n models. kNNW\(_\alpha\) empties its window (of max w) when drift is detected (using the ADWIN drift detector).

<table>
<thead>
<tr>
<th>Abbr.</th>
<th>Classifier</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>Naive Bayes</td>
<td></td>
</tr>
<tr>
<td>HT</td>
<td>Hoeffding Tree</td>
<td></td>
</tr>
<tr>
<td>HT(_\alpha)</td>
<td>Leveraging Bagging with HT</td>
<td>n = 10</td>
</tr>
<tr>
<td>kNN</td>
<td>k Nearest Neighbour</td>
<td>w = 1000, k = 10</td>
</tr>
<tr>
<td>kNN(_W)</td>
<td>kNN with PAW</td>
<td>w = 1000, k = 10</td>
</tr>
<tr>
<td>kNN(_W\alpha)</td>
<td>kNN with PAW+ADWIN</td>
<td>w = 1000, k = 10</td>
</tr>
<tr>
<td>kNN(_W\alpha)</td>
<td>Leveraging Bagging with kNN(_W)</td>
<td>n = 10</td>
</tr>
</tbody>
</table>

Table 2: The window size for kNN and corresponding performance.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>(-w) 100</th>
<th>(-w) 500</th>
<th>(-w) 1000</th>
<th>(-w) 5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Avg.</td>
<td>77.88</td>
<td>77.78</td>
<td>79.59</td>
<td>78.23</td>
</tr>
<tr>
<td>Synth. Avg.</td>
<td>57.99</td>
<td>81.93</td>
<td>84.74</td>
<td>86.03</td>
</tr>
<tr>
<td>Overall Avg.</td>
<td>62.53</td>
<td>80.28</td>
<td>82.59</td>
<td>83.11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (seconds)</th>
<th>(-w) 100</th>
<th>(-w) 500</th>
<th>(-w) 1000</th>
<th>(-w) 5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Tot.</td>
<td>297</td>
<td>998</td>
<td>1754</td>
<td>7900</td>
</tr>
<tr>
<td>Synth. Tot.</td>
<td>371</td>
<td>1207</td>
<td>2313</td>
<td>10671</td>
</tr>
<tr>
<td>Overall Tot.</td>
<td>668</td>
<td>2295</td>
<td>4067</td>
<td>18570</td>
</tr>
</tbody>
</table>

RAM Hours

<table>
<thead>
<tr>
<th>RAM Hours</th>
<th>(-w) 100</th>
<th>(-w) 500</th>
<th>(-w) 1000</th>
<th>(-w) 5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Tot.</td>
<td>0.007</td>
<td>0.082</td>
<td>0.269</td>
<td>5.884</td>
</tr>
<tr>
<td>Synth. Tot.</td>
<td>0.002</td>
<td>0.026</td>
<td>0.088</td>
<td>1.998</td>
</tr>
<tr>
<td>Overall Tot.</td>
<td>0.009</td>
<td>0.108</td>
<td>0.357</td>
<td>7.872</td>
</tr>
</tbody>
</table>

Nemenyi significance (for Accuracy): kNN \(-w\) 500 > kNN \(-w\) 100; kNN \(-w\) 1000 > kNN \(-w\) 100; kNN \(-w\) 5000 > kNN \(-w\) 100

The UCI machine learning repository [20] contains some real-world benchmark data for evaluating machine learning techniques. We consider three of the largest:

Forest Covertype Contains the forest cover type for 30 x 30 meter cells obtained from US Forest Service data. It contains 581,012 instances and 54 attributes. It has been used in, for example, [21, 22].

Poker-Hand 1,000,000 instances represent all possible poker hands. Each card in a hand is described by two attributes: suit and rank. Thus there are 10 attributes describing each hand. The class indicates the value of a hand. We sorted by rank and suit and removed duplicates.

Electricity Contains 45,312 instances describing electricity demand. A class label identifies the change of the price relative to a moving average of the last 24 hours. It was described by [23] and analysed also in [9].
Table 3: Comparison of all methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC</th>
<th>NKNN</th>
<th>V5E5</th>
<th>V50</th>
<th>VEE</th>
<th>VEE</th>
<th>VEE</th>
<th>VEE</th>
<th>VEE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LED(5E5)</td>
<td>54.02</td>
<td>68.65</td>
<td>73.15</td>
<td>63.20</td>
<td>64.99</td>
<td>65.04</td>
<td>178.78</td>
<td>230.04</td>
<td>66529</td>
</tr>
<tr>
<td>SEA(50)</td>
<td>85.37</td>
<td>86.42</td>
<td>88.24</td>
<td>86.80</td>
<td>87.20</td>
<td>87.20</td>
<td>88.00</td>
<td>88.00</td>
<td>88.00</td>
</tr>
<tr>
<td>SEA(5E5)</td>
<td>85.38</td>
<td>86.42</td>
<td>88.80</td>
<td>86.55</td>
<td>86.92</td>
<td>86.92</td>
<td>87.74</td>
<td>87.74</td>
<td>87.74</td>
</tr>
<tr>
<td>HYP(0,0)</td>
<td>82.14</td>
<td>84.15</td>
<td>85.72</td>
<td>84.03</td>
<td>84.60</td>
<td>84.60</td>
<td>85.21</td>
<td>85.21</td>
<td>85.21</td>
</tr>
<tr>
<td>HYP(0,0)</td>
<td>82.14</td>
<td>84.15</td>
<td>85.72</td>
<td>84.03</td>
<td>84.60</td>
<td>84.60</td>
<td>85.21</td>
<td>85.21</td>
<td>85.21</td>
</tr>
<tr>
<td>LED(5E5)</td>
<td>54.02</td>
<td>68.65</td>
<td>73.15</td>
<td>63.20</td>
<td>64.99</td>
<td>65.04</td>
<td>178.78</td>
<td>230.04</td>
<td>66529</td>
</tr>
<tr>
<td>SEA(50)</td>
<td>85.37</td>
<td>86.42</td>
<td>88.24</td>
<td>86.80</td>
<td>87.20</td>
<td>87.20</td>
<td>88.00</td>
<td>88.00</td>
<td>88.00</td>
</tr>
<tr>
<td>SEA(5E5)</td>
<td>85.38</td>
<td>86.42</td>
<td>88.80</td>
<td>86.55</td>
<td>86.92</td>
<td>86.92</td>
<td>87.74</td>
<td>87.74</td>
<td>87.74</td>
</tr>
<tr>
<td>HYP(0,0)</td>
<td>82.14</td>
<td>84.15</td>
<td>85.72</td>
<td>84.03</td>
<td>84.60</td>
<td>84.60</td>
<td>85.21</td>
<td>85.21</td>
<td>85.21</td>
</tr>
<tr>
<td>HYP(0,0)</td>
<td>82.14</td>
<td>84.15</td>
<td>85.72</td>
<td>84.03</td>
<td>84.60</td>
<td>84.60</td>
<td>85.21</td>
<td>85.21</td>
<td>85.21</td>
</tr>
</tbody>
</table>

Under the Nemenyi test, the algorithms across all datasets. We use a p-value of 0.05. The Nemenyi test is used for comparing multiple algorithms over multiple datasets; it is based on the average ranks of the algorithms across all datasets. We use a p-value of 0.05. Under the Nemenyi test, x > y indicates that algorithm x is statistically significantly more likely to be more favourable than y.

Table 4: Summary of Efficiency: Accuracy and RAM-Hours.

<table>
<thead>
<tr>
<th>Method</th>
<th>ACC</th>
<th>NKNN</th>
<th>V5E5</th>
<th>V50</th>
<th>VEE</th>
<th>VEE</th>
<th>VEE</th>
<th>VEE</th>
<th>VEE</th>
<th>VEE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LED(5E5)</td>
<td>54.02</td>
<td>68.65</td>
<td>73.15</td>
<td>63.20</td>
<td>64.99</td>
<td>65.04</td>
<td>178.78</td>
<td>230.04</td>
<td>66529</td>
<td></td>
</tr>
<tr>
<td>SEA(50)</td>
<td>85.37</td>
<td>86.42</td>
<td>88.24</td>
<td>86.80</td>
<td>87.20</td>
<td>87.20</td>
<td>88.00</td>
<td>88.00</td>
<td>88.00</td>
<td></td>
</tr>
<tr>
<td>SEA(5E5)</td>
<td>85.38</td>
<td>86.42</td>
<td>88.80</td>
<td>86.55</td>
<td>86.92</td>
<td>86.92</td>
<td>87.74</td>
<td>87.74</td>
<td>87.74</td>
<td></td>
</tr>
<tr>
<td>HYP(0,0)</td>
<td>82.14</td>
<td>84.15</td>
<td>85.72</td>
<td>84.03</td>
<td>84.60</td>
<td>84.60</td>
<td>85.21</td>
<td>85.21</td>
<td>85.21</td>
<td></td>
</tr>
<tr>
<td>HYP(0,0)</td>
<td>82.14</td>
<td>84.15</td>
<td>85.72</td>
<td>84.03</td>
<td>84.60</td>
<td>84.60</td>
<td>85.21</td>
<td>85.21</td>
<td>85.21</td>
<td></td>
</tr>
<tr>
<td>LED(5E5)</td>
<td>54.02</td>
<td>68.65</td>
<td>73.15</td>
<td>63.20</td>
<td>64.99</td>
<td>65.04</td>
<td>178.78</td>
<td>230.04</td>
<td>66529</td>
<td></td>
</tr>
<tr>
<td>SEA(50)</td>
<td>85.37</td>
<td>86.42</td>
<td>88.24</td>
<td>86.80</td>
<td>87.20</td>
<td>87.20</td>
<td>88.00</td>
<td>88.00</td>
<td>88.00</td>
<td></td>
</tr>
<tr>
<td>SEA(5E5)</td>
<td>85.38</td>
<td>86.42</td>
<td>88.80</td>
<td>86.55</td>
<td>86.92</td>
<td>86.92</td>
<td>87.74</td>
<td>87.74</td>
<td>87.74</td>
<td></td>
</tr>
<tr>
<td>HYP(0,0)</td>
<td>82.14</td>
<td>84.15</td>
<td>85.72</td>
<td>84.03</td>
<td>84.60</td>
<td>84.60</td>
<td>85.21</td>
<td>85.21</td>
<td>85.21</td>
<td></td>
</tr>
<tr>
<td>HYP(0,0)</td>
<td>82.14</td>
<td>84.15</td>
<td>85.72</td>
<td>84.03</td>
<td>84.60</td>
<td>84.60</td>
<td>85.21</td>
<td>85.21</td>
<td>85.21</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 displays results for a variety of window sizes for NKNN. It illustrates the typical trade-off for window sizes: too small a window can significantly degrade the accuracy of a classifier (see w = 100); whereas too large a window can significantly augment the running time and memory requirements (w = 5000). Our choice is for w = 1000. Using higher w, for example, w = 5000, can result in slightly better accuracy, but the improvement is in our opinion not significant enough to justify the massive increase in the use of computational resources.

Table 3 displays the final accuracy and resource use (time and RAM-hours) of all the methods, as detailed in Table 1. Accuracy is measured as the final percentage of examples correctly classified over the test/train inter-leaved evaluation.

### 4.2 Results

The experiments were performed on 2.66 GHz Core 2 Duo E6750 machines with 4 GB of memory. The evaluation method used was Interleaved Test-Then-Train; a standard online learning setting where every example is used for testing the model before using it to train. This procedure was carried out on 10 million examples from the hyperplane and RandomRBF datasets, and one million examples from the SEA dataset. The parameters of these streams are the following:

- **RBF:** RandomRBF data stream of 5 classes with \( x \) centroids moving at speed \( v \).
- **HYP:** Hyperplane data stream of 5 classes with \( x \) attributes changing at speed \( v \).
- **SEA:** SEA dataset, with length of change \( v \).
- **LED:** LED dataset, with length of change \( v \).

The Nemenyi test \[24\] is used for computing significance: it is an appropriate test for comparing multiple algorithms over multiple datasets; it is based on the average ranks of the algorithms across all datasets. We use a p-value of 0.05. Under the Nemenyi test, \( x > y \) indicates that algorithm \( x \) is statistically significantly more likely to be more favourable than \( y \).

Table 2 displays results for a variety of window sizes for NKNN. It illustrates the typical trade-off for window sizes: too small a window can significantly degrade the accuracy of a classifier (see \( w = 100 \)); whereas too large a window can significantly augment the running time and memory requirements (\( w = 5000 \)). Our choice is for \( w = 1000 \). Using higher \( w \), for example, \( w = 5000 \), can result in slightly better accuracy, but the improvement is in our opinion not significant enough to justify the massive increase in the use of computational resources.

Table 3 displays the final accuracy and resource use (time and RAM-hours) of all the methods, as detailed in Table 1. Accuracy is measured as the final percentage of examples correctly classified over the test/train inter-leaved evaluation.

### 5. DISCUSSION

The overall most accurate method is our PAW-based \( \text{NKNN}_{v} \): a lazy method with a data-stream specific adaption for phasing out older instances, combined with the power of Leveraging Bagging. This method performs the best on average of all the methods in our comparison.

The kNN methods perform much better than baseline Naive Bayes (NB) and even the reputed Hoeffding Tree (HT). This is noteworthy, since their models are restricted to a relatively small subset of instances (1000 in this case). HT is relatively more competitive on the real data. This is almost
certainly because the real data comprises relatively stable concepts (little drift) where Hoeffding Trees perform well. HTLB is relatively much more powerful; achieving relatively higher accuracy compared to HT and even proving competitive with kNN methods overall. However, this is at the price of being RAM Hours, orders of magnitude greater than HT, and over 14 times slower. It is comparable with the kNN methods insofar as time, but uses many more RAM Hours.

When our kNNW method is applied under Leveraging Bagging (kNNWLB) we also see a considerable increase in the use of computational resources. But with this trade off it performs best on over half of all datasets.

Table 3 provides us with an interesting comparison of Naïve Bayes, Hoeffding trees, Leveraging Bagging with Hoeffding Tress, and variations of kNN. Naïve Bayes (NB) uses the least resources, but its accuracy is poor compared to all other methods; with the single exception of HYP(10.0.0001), for which it obtains the second-best score. As claimed in the literature, Hoeffding Trees (HT) are a better choice than NB for instance-incremental methods.

6. CONCLUSIONS

In this paper we presented a probabilistic adaptive window method for window-based learning in evolving data streams, based on the approximate counting of Morris. Using this window approach we designed three methods: one that does not take into consideration concept drift explicitly, one that detects concept drift explicitly and removes instances that may be not corresponding to the actual distribution of data, and additionally an approach using leveraging bagging as an ensemble method to improve diversity.

Our experimental evaluation – of real and synthetic data sources with different types and magnitudes of concept drift – justified the effectiveness of our probabilistic adaptive window; the lazy learning strategies we employed with this window obtained a high predictive performance to efficiency ratio over the comparison methods.

In future work we intend to experiment with different distance metrics in our lazy methods, and investigate the performance gains of using our probabilistic adaptive window approach with other classification techniques.
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