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Abstract

In this article, we present a model of a cognitive system, or an agent, with the fol-
lowing properties: it can perceive its environment, it can move in its environment,
it can perform some simple actions, and it can send and receive messages. The
main components of its internal structure include a workingmemory, a seman-
tic memory, and a decision making mechanism. In our implemented simulation
model, the agent associates linguistic expressions and visual perceptions. The
main motivation for communication is to exchange information. The linguistic
expressions are not symbolic but pattern-like. With the current framework and
simulation tool, we wish to provide a useful model for language emergence based
on the unsupervised learning paradigm among a community of communicating
autonomous agents. In the future, we plan to include other aspects of cognitive
modeling including more realistic multimodal informationprocessing, anticipa-
tory decision making, language evolution, and emotional modeling.
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1 Introduction

Distributed artificial intelligence is a branch of artificial intelligence that is con-
cerned with cooperative problem solving by a decentralizedgroup of collaborat-
ing agents. The basic idea is to obtain emergent behaviors ofagents in the system
based on local decision-making of each agent. The effectiveness of the system
depends on the form of interactions between agents and on thecapabilities and
functioning of each one. One objective of the research may beto develop effec-
tive systems for application areas such as electronic commerce, and automated
negotiation and contracting (see, e.g., Sandholm 1999). Another objective is to
model social and cognitive systems in order to gain insight on the nature of such
distributed systems. The latter is our main point of view.

A predominant approach among computational models of language has been based
on the idea that the linguistic categories and rules are predetermined and coded
manually in the systems. In the traditional artificial intelligence based on sym-
bol manipulation the conceptual framework of the agents is usually given: all
agents share the elementary concepts. The emerging field of connectionist natural
language processing, based on the use of artificial neural networks, may be char-
acterized to take an opposite stand. Some basic ideas of radically connectionist
approach are outlined in the following.

The fact that the expressions in written natural language appear to be inherently
symbolic and discrete does not imply that symbolic descriptions of linguistic phe-
nomena are sufficient as such especially when semantic and pragmatic issues are
considered.

To be able to model the relation between continuous phenomena and discrete sym-
bols, the building blocks of the theory must contain sufficient tools for that. It is
rather obvious that reference from a symbol to the reality isoften fuzzy but also
linguistic categories may be fuzzy (Zadeh 1965).

The ability to understand natural language utterances may mainly be learned via
examples. The categories necessary in the interpretation emerge in the self-organ-
izing learning processes and they may basically be implicitrather than explicit.
An implicit category can be used during interpretation evenif it is not named.

In this article, the main focus is in modeling communities ofconceptually au-
tonomous agents following the basic principles outlined above. An agent is con-
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ceptually autonomous if it learns its representation of theenvironment by itself,
where a concept is taken to be simply a means of specifying a relationship between
language and world.

Partial autonomy means a setting in which the learning process of an agent is in-
fluenced in some way by other agents (Honkela et al. 2003). This influence can
then serve as a basis for communication between agents. Thus, although each
agent has an individual representation of the environment,the representations are
related through the coordinating effect of communication between agents in situ-
ations where all agents have access to similar perceptions of the environment. A
counter example to a conceptually autonomous agent is a traditional expert system
which has been pre-programmed and therefore is given a priori its representation
of the environment.

In this article, we consider both the individual and community point of view. For
instance, we are interested in how we could model the vocabulary learning of
an individual agent. For that purpose, we make a distinctionbetween working
memory and semantic memory. We are also interested in the society of agents:
how language emerges in the community, and how intersubjective agreement on
the use of words is reached.

There has recently been considerable interest on the modelsof language evolution
(see, e.g., Christiansen and Kirby 2003). In this article, we only consider one sin-
gle population of agents, not any evolution through subsequent populations. How-
ever, we share one idea that is common with some evolutionarymodels, namely
that the agents in the population “live” in a grid world (see,e.g., Grim et al. 1999
and 2001).

The focus in models of language learning is often in learningmorphology or
syntax. This seems to be true both in the case of modeling individual learning
(see, e.g., Rumelhart and McClelland 1986, Chen and Honavar1999) or learn-
ing through evolution (see, e.g., Nowak et al. 2001). In comparison with these
examples, the main contrasting elements in our research hasbeen the focus on
semantics (see also, e.g., Regier 1992, or Bailey 1997). Moreover, we apply unsu-
pervised learning in general (see, e.g., Oja 2002; on unsupervised language learn-
ing see, e.g., Powers 1997) and specifically the use of the self-organizing map
(see, e.g., Ritter and Kohonen 1989, Honkela and Vepsäläinen 1991, Scholtes
1991, Miikkulainen 1993, and Honkela et al. 1995). As a modelof community
of communicating adaptive agents, a closely related approach to ours is presented
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by Grim et al. (1999, 2001).

As a unique feature in our research, considering models withsimilar overall aims
and framework, is the idea that the vocabulary does not need to be represented as
discrete symbols. We represent the linguistic expressionsas pattern vectors. This
approach is compatible with the idea of processing and generating spoken rather
than written language.

In general, our research is strongly inspired by the cognitive science research and
philosophical argumentation that emphasizes the need to take embodiment and
contextuality into account within cognitive modeling. Among the large number
of relevant researchers one can mention, for instance, Clark (1997), Cole and
Engeström (1991), Hendriks-Jansen (1996), Hörmann (1986), Hutchins (1995),
Lakoff and Johnson (1999), Maturana and Varela (1980), Pfeifer and Scheier
(1999), Rorty (1979), Sharkey and Ziemke (2001), Steels (1996), Steels and Ka-
plan (2001), Tomasello (1999), Varela et al. (1991), Von Foerster (1981), and
Ziemke (2003).

2 Neural Model of Situated Cognition and Concep-
tual Autonomy

We will consider a model of a cognitive system based on an artificial neural net-
work. The system, an agent, has the following properties: itcan perceive its envi-
ronment, it can move in its environment, it can perform some simple actions that
will be discussed later, and it can send and receive messages. The main compo-
nents of its internal structure include a working memory, a semantic memory, and
a decision making mechanism. In the current version of our model, we focus on
the semantic memory and therefore many known details of human memory sys-
tem are not taken into account, e.g., the episodic memory (for more details, see,
e.g., Cowan 1998, or Miyake and Shah 1999). Moreover, in our current model,
we do not take explicitly into account the phenomenon of categorical perception
and the feedback from semantic memory to the perceptual processes.

In our model, the main emphasis is to model the conceptual autonomy of an agent,
i.e., it learns the representation of the environment by itself. In our model, the
environment consists of a grid of places each of which is empty or contains an
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agent, a potentially edible object, or an obstacle. The agents can perceive other
subjects and objects in its environment. The perception is ahigh-dimensional
vector that indicates only indirectly the category into which each of them belongs.
These vectorial patterns are discussed in more detail laterin this article. The
overall architecture of an agent is presented in Fig. 1.

2.1 Self-Organizing Map as an adaptive semantic memory

The self-organizing map (SOM) (Kohonen 1982, 2001) is a widely used artificial
neural network model. In the SOM, the learning process is unsupervised: no a
priori classifications for the input examples are needed. The learning process is
based on similarity comparisons in a continuous space. The result is a system that
associates similar inputs close to each other in the two-dimensional grid called the
map.

During the past two decades, a constructive approach to learning and knowledge
has become dominant in educational psychology. Learning isviewed as an ac-
tive, constructive process rather than a passive, reproductive process (Glaser and
Bassok 1989).

The theories of knowledge have traditionally been based on predicate logic and re-
lated methodologies and frameworks. The basic ontologicalassumption is that the
world consists of objects, events and relationships. The language and the concep-
tual structures are then supposed to reflect rather straightforwardly this structure.
Learning has been seen as a means to memorize the mapping fromthe episte-
mological domain (to put it simply: words) into the ontological domain (objects,
events and relationships). This view has been dominant at least partly because
of the consistent formalization of the theory through the use of symbolic logic.
Moreover, the use of the von Neumann computer as the model or metaphor of
human learning and memory has had similar effects and has strengthened the idea
of the memory as a storage of separate compartments which areaccessed and pro-
cessed separately and which are used in storing and retrieving information more
or less as such. (Honkela et al., 2000)

Next we will consider some details of the self-organizing map algorithm that are
necessary for considering the details of the semantic memory of the SOMAgent
model. Let’s assume that some sample data sets would be mapped onto an array
that will called the map. The set of input samples is described by a real vector
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Figure 1: The basic SOMAgent architecture. The agent receives two kinds of
perceptual inputs: visual images and linguistic expressions. There are three kinds
of potential actions: the agent can either eat, move or utteran expression. The
perceptions are primarily stored in the working memory. Thesemantic memory
associates perceptual information and information considering its physiological
state. Sudden changes in the physiological state are related to eating actions and
the quality of the eaten object determines the direction of the change. The physi-
ological state is also influenced by moving: gradually the agent loses energy. The
physiological state serves as the basic motivational factor for the agent. If the
energy level is low the agent prefers eating and high energy level makes the ex-
ploration of the environment to become more probable action. Communication
between the agents is motivated by the exchange of information related to the ed-
ibility of the food items. It is assumed that the visual perceptual characteristics
of the food items correlate strongly with their level of edibility. The agents do
not have explicit information on their position in the environment and therefore
their navigation is based on the perceived landmarks in the environment. The en-
vironment of an agent consists of other agents, a number of obstacles and food
items. Each obstacle has unique visual characteristics which helps the agents in
their navigation.
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x(t) ∈ Rn wheret is the discrete-time coordinate. Each unit in the map contains
a model vectormi(t) ∈ Rn, which has the same number of elements as the input
vectorx(t). The self-organizing map algorithm is a regression process. Thereby,
the initial values of the components of the model vector,mi(t), may even be se-
lected at random.

Any input item is thought to be mapped into the location, themi(t) of which
matches best withx(t) in some metric. The self-organizing algorithm creates the
ordered mapping as a repetition of the following basic tasks:

1. An input vectorx(t) is compared with all the model vectorsmi(t). The
best-matching unit on the map, i.e., the unit where the modelvector is most
similar to the input vector in some metric (e.g. Euclidean) is identified.

2. The model vectors of the winner and a number of its neighboring units in
the array are changed towards the input vector according to the learning
principle specified below.

The basic idea in the SOM is that, for each sample input vectorx(t), the winner
and the units in its neighborhood are changed closer tox(t) in the input data
space. During the learning process, individual changes maybe contradictory, but
the net outcome in the process is that ordered values for themi(t) emerge over the
array. If the number of available input samples is restricted, the samples must be
presented reiteratively to the SOM algorithm1.

Adaptation of the model vectors in the learning process may take place according
to the following equations:

mi(t +1) = mi(t)+α(t)[x(t)−mi(t)] for eachi ∈Nc(t),
(1)

mi(t +1) = mi(t) otherwise,

wheret is the discrete-time index of the variables, the factorα(t) ∈ [0,1] is a
scalar that defines the relative size of the learning step, and Nc(t) specifies the
neighborhood around the winner in the map array.

At the beginning of the learning process the radius of the neighborhood is fairly
large, but it is made to shrink during learning. This ensuresthat the global order

1In the agent model, this can be achieved, if necessary, usingthe working memory as an inter-
mediate memory
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is obtained already at the beginning, whereas towards the end, as the radius gets
smaller, the local corrections of the model vectors in the map will be more specific.
The factorα(t) also decreases during learning2.

There is neurophysiological evidence to support the idea that the self-organizing
map captures some of the fundamental processing principlesof the brain, espe-
cially of the experimentally found ordered maps in the cortex (consider, e.g., Cara-
mazza et al. 1994, Kohonen 1993). Some earlier artificial-neural-network models
of self-organization have been presented, e.g., by Amari (1967), von der Malsburg
(1973), and Carpenter and Grossberg (1987). The self-organizing map appears to
model the formation of brain maps most efficiently. Based on information theo-
retic considerations, Bishop et al. (1996) have presented avariant of the SOM,
called Generative Topographic Mapping, GTM.

The self-organizing map can be considered as an adaptive semantic memory model.
It is dynamic, associative and consists of elements that canbe called adaptive pro-
totypes. For instance, MacWhinney (1998) and Gärdenfors (2000) have presented
how the self-organizing map can be used in modeling languagelearning and for-
mation of conceptual spaces.

In the self-organizing map, inputs are not stored as such butcomparison is made
between the input and the collection of prototypes. The closest prototype of the
input is adapted towards the input, or to say with other words, the prototype is
made more similar to the input to some degree. The same operation is also con-
ducted for the neighboring prototypes, which gives rise to the topographical order
on the map. Thus, the adaptation process in the self-organizing map algorithm is
based on the principle that what already exists in the systemalso influences the
learning result.

Honkela and Vepsäläinen (1991) used self-organizing map inmodeling imprecise-
ness of language and how the imprecise mapping between language and world can
be learned. One basic idea was to consider the meaning of a word as a distribu-
tion, potentially in a multidimensional space, not as a point or node in a network
of symbols (consider, e.g., Ritter and Kohonen 1989, and Churchland 1989).

The self-organizing map is a good example of a “non-trivial machine” (Von Foester

2In data analysis and visualization applications, the neighborhood radius and the learning factor
can approach zero. In the agent model, the plasticity of the semantic memory needs to be kept in
such a level that the agent can learn in novel situations.
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1984). It is not behavioristic model, but on the contrary, the internal state of the
system influences the behavior and it is changing during the “life” of the map.
One of the reasons why the self-organizing map and other artificial neural network
models may appear behavioristic is that their internal state is difficult to grasp and
analyze. For instance, multilayer perceptrons typically are used as black-box sys-
tems: only the input-output behavior is considered in applications. However, as
cognitive models these systems should be considered only inthe continuous learn-
ing mode: the relationship between the input and the output is constantly subject
to change and, thus, the system is non-trivial. As a system based on unsuper-
vised learning paradigm, the self-organizing map is even less trivial than multi-
layer perceptrons and other networks based on supervised learning while there no
classification framework predetermined by the designer of the system.

Some early ideas that have been implemented and taken much further in this ar-
ticle were presented in (Honkela 1993). Closely related early research on natural
language processing based on the self-organizing map includes (Ritter and Koho-
nen 1989, Scholtes 1991, Finch and Chater 1992, Miikkulainen 1993, Honkela et
al., 1995, and Miikkulainen 1997).

2.2 Communication and association of language and percep-
tions

Gärdenfors (2000) distinguishes three cognitive levels ofrepresentation: the most
abstract level is the symbolic level, on which the information is represented in
terms of symbols that can be manipulated without taking intoaccount their mean-
ing. The least abstract level is the subconceptual representation. In the mediating
level of the conceptual representation the concepts are explicitly modeled. For
instance, de Sa (1994) has studied how the self-organizing map can be used in
creating cross-modal associations.

In our model, the agent associates linguistic expressions and visual perceptions.
The main motivation for the agents to communicate is to exchange information
on the edibility of the food items. In our experiment it is assumed that the level of
edibility correlates strongly with the visual characteristics of the food item. Thus,
the agents can collect useful indirect experience. The original situation is such
that the expressions that the agents use are random: each agent has, in principle, a
language of its own. However, originally the information exchange is contextual,

9



i.e., two communicating agents can both perceive the same item. This is the basis
for symbol formation, symbol grounding and transformationfrom subjective indi-
vidual languages into intersubjective language shared by the community (consider
also Steels 1996, Steels and Kaplan 2001). However, even after convergence into
common language, the agents have a certain level of subjectivity, i.e., the reference
relation between language and world is not identical between any two agents but
is generally close enough in order useful communication to take place. This in-
dividuality of interpretation is a natural phenomenon whenthe multidimensional
and continuous nature of both linguistic expressions and perceptions is taken into
account. The individuality of interpretation is considered a problem when mean-
ing and understanding are studied in the framework of symbolic representations
and within model theoretical approach. By emphasizing the pattern nature of lan-
guage and world, we avoid the idea that some relativism wouldbe a problem as
it is in the traditional epistemological research in which language is considered as
a collection of propositions and the world consists of a collection of distinct ob-
jects and their relationships. The basic idea of imitation may be considered to be
central for language learning in social contexts (see, e.g., Boer 2001, Breidegard
and Balkenius 2003, and Meltzoff and Decety 2003). Through imitation a gradual
process of convergence between individuals is achieved.

2.3 Continuous learning

Batch learning and on-line or continuous learning are two training paradigms for
artificial neural networks. In batch learning, the trainingis carried out with an
entire data set simultaneously. In on-line learning the network is updated after the
presentation of each training sample. On-line learning is anatural approach in
non-stationary environments and tasks.

One central difficulty in on-line training is the sensitivity of most training methods
to the choice of training parameters. Wrong choice of parameters may lead to
the slowdown of training. It may also influence the system’s ability to converge
successfully. The Bayesian approach has been applied quitesuccessfully within
the framework of batch learning. Extensions to the on-line case, where explicit
information on past examples is not stored, have been more limited (Saad 1999).

In the current version of our simulation system we apply a rather straightfor-
ward approach for using the self-organizing map for continuous learning. More
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grounded model have been presented, for instance, by Hung and Wermter (2003).
However, our approach suffices rather well for the purposes of the overall scheme.

3 Experiments

The experimental setting is as follows: there is a group of autonomous agents,
for instance five, living in an environment. The environmentis a two-dimensional
grid, typically of size 12 by 12 squares (see Fig. 2). In addition to agents, the
environment contains objects, namely food and obstacles. Each agent and object
has a unique appearance which is determined by its pattern vector. There are
roughly two types of food: non-poisonous and poisonous. Theamount of nutrition
gained or lost through eating a specific food object varies greatly based on the
object’s internal characteristics. Basically, no two objects are alike.

3.1 Behavioral modes

There are two basic behavioral modes or strategies that the agents follow. The
first one is survival which simply means that the agents try toensure their survival
by finding and eating food. The second mode is exploration which emphasizes
scouting unfamiliar areas of the environment. Each agent chooses individually
between these modes based on its current status attributes which will explained
later in more detail. The basic actions are moving, eating and messaging.

Agents have two basic attributes: condition and motivation. They are both nu-
meric quantities. Condition declines due to moving and improves through eating
non-poisonous food. Motivation determines the willingness to take risks, e.g.,
eating unfamiliar food. Initially, each agent has a high motivation but eating poi-
sonous food causes the motivation to decline. Decision making is a process based
on the environment and each agent’s individual experiencesand attributes.

3.2 Memory

Each agent has an individual memory consisting of two parts:working memory
and semantic memory. Although these two memory types are closely intercon-
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nected, they have different implementations. Working memory is dynamic and
accurate in nature, whereas semantic memory is adaptive andapproximative. All
perceptions and experiences (e.g. food related) are storedin memory.

The working memory holds only the most recent experiences, typically 7. It is
based on a simple FIFO scheme, i.e. new experiences force older ones out in a
pipeline-like fashion. The contents are primarily used in messaging but also in the
adaptation process of the semantic memory.

The semantic memory, in contrast, is based on the self-organizing map. The typi-
cal size of the map is 40×40 in our experiments The map continuously adapts to
new experiences.

Each memory element consists of a pattern vector, an experience vector, a word
vector and a message indicator. The pattern vector describes the looks and phys-
ical characteristics of an object. The experience vector contains experience infor-
mation related to the object, e.g. whether the food was poisonous or not. The
word vector is a language “word” used in messaging to denote the object. It is not
a symbol but an array of floating-point numbers like any othervector in the sim-
ulation. Finally, the message indicator simply tells whether or not the experience
was received from another agent in a message.

3.3 Communication

Agents share their most recent experiences (i.e. those in working memory) by
sending messages to other nearby agents. Collective learning and collaboration
is thus possible, and redoing the same mistakes can be avoided. Communication
happens throughout the simulation and it affects both exploration and food seek-
ing. When exploring the environment, agents tend to avoid scouting areas that
have already been scouted by other agents. This is possible because obstacle per-
ceptions are stored in memory and shared just like food experiences. The more
familiar the obstacle, the less likely it is that an agent approaches it. Information
on the edibility of food is also gathered and shared collectively.

At the beginning of the simulation, each agent has a random “vocabulary” i.e. set
of word vectors that it uses to denote different kinds of objects. This vocabulary
has been integrated as a part of the agent’s semantic memory.As the simulation
proceeds and messages are exchanged between agents, these vocabularies slowly
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converge to form a common “language”. In the later phases, only a word vec-
tor is sufficient to denote a specific object, so no pattern vectors are needed in
messaging.

4 Conclusions and discussion

In this article, the main focus has been in modeling communities of conceptually
autonomous agents. We have developed a simulation environment in which we
model agents that learn their representation of the environment, and the relation-
ship between language and their environment.

Future steps include near-term tasks such as studying the convergence properties
when different settings are varied as well as wider developments. Some potential
long-term directions are outlined in the following.

• Crossmodal and multimodal information processing can be studied much
more in detail. The vision component is, for the moment, verysimplistic
and can be taken further, e.g., by following the approach outlined by Kopp
(2003). In visual perception, detecting invariances is an important task. An
extension of the self-organizing map, the ASSOM model (Kohonen 1997)
appears to be one well-suited method for this purpose.

The aspects of spoken language are important from the basic approach and
there is a clear motivation for studying the use of speech in communication
and in language learning (Linell 1982). Interesting recentresults include
(Boer 2001, and Breidegard and Balkenius 2003). It is also tobe remem-
bered that the self-organizing map was originally developed in the context
of speech recognition research (Kohonen 1988).

• The current agent model does not include any notion of anticipation. Kai-
painen (1994) has used SOMs in modeling anticipation. In addition to the
basic SOM, Kaipainen uses a a list of lateral connections that record the
transition probabilities from one map node to another. The time dynamics
of a process are characterized by the trajectory path on the map. This as-
pect has been important already in the first application areaof the SOMs,
namely speech recognition, and more recently in process monitoring. In
Kaipainen’s experiments the most natural model was open to to the input
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Figure 2: The SOMAgent simulation interface consists of a 2-dimensional grid.
Each location is either empty or contains an agent, an obstacle or a food instance.
The visual appearance is meant to give an overall view, not toreflect accurately
the nature of the objects.
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having at the same time an internal schematic drive, anticipation, which in-
tentionally actualized situations rather than just recognizing them as given.
Also Honkela (1997) considers models for anticipation based on the self-
organizing map.

• In this article, the evolutionary aspects, for instance, development of com-
munication based on simulating subsequent generations in apopulation was
not considered. This is an active area of research (see, e.g., Hurford 2002
or Dowman 2003). It is quite obvious that our model could be extended to
include evolutionary modeling.

• The current system can rather straightforwardly be extended to include mod-
els of emotions and feelings (cf., e.g., Sloman and Croucher1981, Pi-
card 1997, Hyvärinen and Honkela 1999, Lisetti and Gmytrasiewicz 2002,
Damasio 2003). It has become obvious that emotions have a central role in,
e.g., decision making.

• In addition to the constructive knowledge building that is modeled in our
current system using the self-organizing map, an agent needs to keep track
of invariances in the processes in the environment. Here it is also relevant
to keep in mind that, as Von Foerster (1981) among others points out, the
reality exists but objects and events as discrete entities are constructions
of our minds. The conditional probabilities are related to processes in the
environments. The number of data needed for accurate estimation of large
number of combinations of variables and contextual features is so large that
human beings tend to use simplified heuristics. These heuristics have been
researched in detail by Gigerenzer et al. (2000).

• Realistic simulations of the social and cultural level are seemingly difficult
to build due to the complexity of the overall system. The richness of human
culture makes it difficult as a phenomenon to model Moreover,already the
world knowledge of a single human being is so vast that it is difficult to
approach it successfully. However, useful development maybe possible by
taking into account the aspects presented, e.g., by Vygotsky (1978, 1986),
Cole and Engeström (1991), and Lindblom and Ziemke (2003).

• In general, we wish to be able to develop a framework that would be use-
ful for multidisciplinary research. This framework could be used in link-
ing together aspects of, for instance, cognitive science, general linguistics,
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cognitive linguistics, psycholinguistics, sociolinguistics, theoretical philos-
ophy, and artificial intelligence in relation to research onlanguage learning,
communication and collaboration.

Some of the aspects presented above are most naturally studied within robotics
research (consider, e.g., Billard and Dautenhahn 1998, Brooks 1991, Brooks et
al. 1998, Pfeifer and Scheier 1999, Ziemke 2003). However, we believe that
also computer simulations can still be useful in the future in studying some spe-
cific aspects of cognitive processes. Moreover, many aspects of our research can
be linked with practical application areas in computer science including devel-
opment of large software systems. For instance, in the future the systems need
to be able to cope (semi)autonomously within the contexts they are used without
having been explicitly designed and programmed for their specific tasks. More-
over, with increasing complexity of software, it will be useful if the modules of
a large system are able to communicate with each other based on emerging com-
patibility, based on automatic meaning negotiations, rather than being designed
and programmed to be compatible. This feature alone would beof high practical
value for software and telecommunications industry.

Intentionality or goal-directedness is one important aspect that has only briefly
touched upon in this article. However, it has been pointed out that intentionality is
one central notion to be taken into account when concept of meaning is discussed
(Zlatev 2002).

In summary, we have developed a simulation environment for studying the emer-
gence of language among autonomous agents. We foresee that these kinds of
experiments will be useful in increasing understanding on phenomena that have
been for long studied in philosophy, general linguistics and cognitive science.
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