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This document provides an algorithm that is efficient when the dimen-
sionality of the data d is high compared to the number of principal compo-
nents c needed, that is c� d.

The basic model equation in PCA is yj ≈ Wxj + m, where column
vectors yj are the data cases, W is the d× c matrix that maps the principal
components xj to the data, and m is the bias vector. We also use the matrix
notation Y = [y1 y2 . . . yn] and X = [x1 x2 . . . xn].

The inputs of the algorithm are the data matrix Y and the number of
components c. The outputs are the matrix W, the principal components X
and the bias vector m,.

Step 1: Find and remove bias by:

m =
1
n

n∑
j=1

yj

yj ← yj −m ∀j

Step 2: Initialize W to a random d× c matrix.
Step 3: Alternate between the updates until convergence:

X← (WTW)−1WTY

W← YXT(XXT)−1

Step 4: Compute eigen-decompositions of the left sides:

1
n
XXT = UDxUT

D1/2
x UTWTWUD1/2

x = VDwVT
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Step 5: Postprocessing of the solution:

W←WUD1/2
x V

X← VTD−1/2
x UTX

This algorithm was presented in [1], please give a citation if you find this
useful. The paper and provided Matlab package also includes extensions
such as variational Bayesian treatment of missing values.
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