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Chapter 1Introdu
tionIn this Chapter, the framework and 
ontext of this Master's Thesis are ex-plained brie�y. The task and aims of this work are introdu
ed, and an overviewof the stru
ture of the Thesis is presented.1.1 Problem settingThe work and experiments performed in this Thesis fall within the broaderframework of statisti
al natural language pro
essing, and, more pre
isely, par-ti
ularly in the 
ontext of the emergen
e of linguisti
 stru
ture. The level oflinguisti
 stru
ture in the s
ope of this work is limited to studying the emer-gen
e of word-level 
ategorizations.Also, through the data set used in the experiments, this Thesis also relatesto the study of 
hildren and the emergen
e of human language skills. The dataset, provided by the Children are Telling group of independent resear
hers, isa 
olle
tion of stories told by Finnish 
hildren aged from 1 to 14 and 
olle
tedusing a spe
ial method 
alled Story
rafting, whi
h seeks to promote equalityin dialogs between 
hildren and adults.1.2 Aim of the ThesisIn this Thesis, the 
hildren's stories text 
orpus is analyzed with an unsuper-vised learning method 
alled the Self-Organizing Map (SOM). The aim is tohave the linguisti
 stru
ture that is present in the stories of young 
hildren,espe
ially at the level of word 
ategorizations, emerge automati
ally from the
orpus itself.The main innovation of this Thesis is the utilization of emergent morphology-level information as the features for 
onstru
ting self-organizing maps. Com-1



CHAPTER 1. INTRODUCTIONpared to traditional self-organizing map -based word 
ategorizations whi
h usewhole 
ontext words as features, the utilization of morphologi
al information ishoped to improve the quality of the resulting word maps. In fa
t, Lagus et al.(2002) have su

essfully 
ategorized Finnish verbs using word SOMs with mor-phosynta
ti
 features, obtained with a rule-based parser for Finnish.In this Thesis, the morphologi
al information used in the training of theself-organizing maps is extra
ted automati
ally from the 
hildren's stories 
or-pus itself, with a fairly re
ently developed unsupervised morphology indu
-tion method 
alled Morfessor. Hen
e, the main goal of this Thesis is to �ndout whether the use of morphology-level features obtained by an unsupervisedmethod 
ould help in training self-organizing word maps that are of betterquality than traditional whole 
ontext word -based word maps. In summary,this Thesis studies the task of 
ategorizing Finnish words in a 
ompletely un-supervised manner.Also, in order to �nd out whether the sele
tion of di�erent types of morphs,namely root morphs, su�xes and pre�xes, for features of a self-organizing map
ould a�e
t the quality of the resulting word map, experiments are performedon self-organizing word maps with di�erent 
ombinations of morph types asfeatures. An evaluation method for automati
ally measuring the quality ofword maps is developed, based on 
omparing part-of-spee
h information ofword forms mapped to adja
ent map nodes and 
al
ulating a kind of a densitys
ore for the word 
lusters on the map. Based on the experiment results, asu

essful 
ombination of morphs is 
hosen for the features of the �nal self-organizing maps on the 
hildren's stories 
orpus. Then, the story 
orpus isanalyzed through these self-organizing word maps, parti
ularly from the pointof view of emergent word 
ategorizations.1.3 Stru
ture of the ThesisThis Thesis 
onsists of roughly four parts. In the �rst one, the framework andmethodology of this work are presented. In Chapter 2, both some linguisti

on
epts and ba
kground knowledge on statisti
al natural language pro
essingand unsupervised learning methods are explained, essential for understandingthe experiments performed in this Thesis. Then, in Chapter 3, the methodologyused in this Thesis, namely the Morfessor morphology indu
tion method andthe self-organizing map, is des
ribed in more detail.Chapter 4 is an introdu
tion to the data set utilized in this work, a Finnish
orpus of stories told by 
hildren aged from 1 to 14. The nature of the dataand its division into sub
ategories is explained, and the prepro
essing and mor-phologi
al analysis pro
edures performed on the data are des
ribed. Finally, a2



CHAPTER 1. INTRODUCTIONstandardized format for improving the ma
hine-readability of the existing andfuture story data is presented.In Chapter 5, the sele
tion of morph features for a self-organizing word mapis examined, and an evaluation measure is presented for enabling automati
alevaluation and 
omparison of word maps. The evaluation results for several self-organizing word maps with both morphs and whole 
ontext words as featuresare studied, and observations on the performan
e of the di�erent word mapvariants and on the optimal sets of morph features are made.Chapter 6 
ontains the a
tual data analysis of the 
hildren's stories 
orpus,using self-organizing word maps with morphs as features. First, a more detailedanalysis of the whole story 
orpus is presented. Then, self-organizing word mapsare 
onstru
ted on the age-based sub
ategories of the 
orpus, and 
omparisonsbetween word maps on the data in the di�erent age 
ategories and also withthe word map on the whole 
orpus are performed. Finally, Chapter 7 presentsa summary and the 
on
lusions on the work performed for this Thesis, andsome suggestions on future work in this area are made.

3



Chapter 2Ba
kgroundIn this Chapter, the ba
kground and framework of this Thesis are des
ribedin more detail. First, some linguisti
 
on
epts related to the area of resear
hof the Thesis are explained. Then, the statisti
al natural language pro
essingframework of the Thesis' methodology is introdu
ed (see Chapter 3 for the a
-tual methodology). Finally, a method 
alled Story
rafting for 
olle
ting storiesfrom 
hildren, used in obtaining the 
hildren's stories data set analyzed in thisThesis, is des
ribed.2.1 Linguisti
 
on
eptsBefore delving into the a
tual methodologi
al framework of the Thesis, it is �tto take a look at some linguisti
 
on
epts and the nature of a natural language.First, di�erent kinds of stru
ture in language are viewed shortly. Then, some
lari�
ations and explanations on the terminology that will be used later inthis Thesis are presented.2.1.1 Linguisti
 stru
tureNatural language is a system with an abundan
e of stru
ture. First, the mainstru
tural distin
tion is the dualism between the sound and meaning of words ofa natural language (Karlsson, 1998). Language is symboli
 of nature, meaningthat it 
onsists of symbols (words of the language) and di�erent 
ombinationsof these symbols. The relation between the form of the symbols (their pronun-
iation) and their meaning (semanti
s), however, is 
ompletely arbitrary. Itis based only on a so
ial 
onvention that this or that symbol should refer tothis or that referent in the world. But even if this relation between form andmeaning of linguisti
 symbols is arbitrary, its nature of 
onventionality meansthat the relation, so
ially a

epted, is also indispensable (Karlsson, 1998).4



CHAPTER 2. BACKGROUNDIn addition to the minimal basi
 symbols of a language, more 
omplex sym-bols 
an be 
onstru
ted using the basi
 symbols and the spe
ial stru
tural rulesof the language (Karlsson, 1998). For example, some morphologi
al pro
esses,su
h as the one of deriving from the words �snow� and �man� a new 
ompoundword �snowman�, are very produ
tive in natural languages. Sometimes the new
ompound word is simply the sum of its parts, but sometimes the new word
arries a meaning that is not obvious from the original words. Derivation is amorphologi
al pro
ess of 
reating new words from existing words and deriva-tional a�xes, as opposed to the pro
ess of in�e
tion whi
h produ
es in�e
tedword forms of the same word (snow+s → �snows�).Natural language thus has stru
tural rules that 
an operate on several di�er-ent levels of abstra
tion. The most 
on
rete subsystem of language is phoneti
s,the study of the sound units of a language and the way they are produ
ed andobserved. All linguisti
 symbols 
onsist of su
h sound units, 
alled phones.The slightly more abstra
t study of the stru
ture of the sound units is 
alledphonology. The subsystem of the 
onventionalized words of a natural languageis the lexi
on, or the vo
abulary of the language. The subsystem that stud-ies the internal stru
ture of words and their 
omposition is 
alled morphology,and syntax in its turn studies the 
ombination of words into phrases and sen-ten
es. Finally, at the most abstra
t level, the subsystem of semanti
s involvesstudying the meaning of linguisti
 symbols.Put together, the subsystems of phonology, lexi
on, morphology and syntaxare often regarded as the formal subsystems whose units have a physi
al phono-logi
al form (Karlsson, 1998). Their opposite is the subsystem of semanti
s,whi
h is materialized through the formal subsystems, espe
ially the lexi
on.Semanti
s has therefore a 
onne
tion to ea
h of the other subsystems. Despiteof its la
k of own physi
al form, the semanti
 meaning is inseparable from theform it is realized as (Karlsson, 1998). Also, the immaterial nature of semanti
sdoesn't mean that it would be devoid of stru
ture.Ea
h of the formal subsystems has its own units, and the 
ategories that theunits belong to (Karlsson, 1998). For example, phoneti
s 
ategorizes phones,and syntax has 
ategories for di�erent types of phrases and senten
es. However,the subsystems that are most 
entral to the work in this Thesis are thoseof morphology, lexi
on and semanti
s. Lexi
on involves the 
ategorization ofwords into part-of-spee
h 
lasses, for example into nouns, verbs, adje
tives andso on. The units of lexi
on are words, or independent vo
abulary items 
alledlexemes.Morphology, on the other hand, 
an have 
ategories for example for theending types of number, 
ase and person of Finnish words. Other morpholog-i
al 
ategories in
lude tense, aspe
t, and mode a�x types of verbs, adje
tive5



CHAPTER 2. BACKGROUND
omparison a�xes, the many a�xes of the pro
esses of deriving new words, andso on. The units of morphology are 
alled morphemes, and they 
an be dividedinto free or unbound morphemes and bound morphemes. Free morphemes 
ano

ur by themselves, but bound morphemes 
annot as they are always atta
hedto some other morphemes. Morphemes are regarded as the smallest linguisti
units that bear a meaning (Matthews, 1991).Before moving on, a short 
lari�
ation on some morphologi
al terms isneeded. A�xes are bound morphemes that 
an be atta
hed to before, afteror within a root or stem. In this Thesis, the word root is used as referring tothe portion of a word that has been stripped of all a�xes and is not further an-alyzable into meaningful elements. Some word roots 
an appear by themselvesand are thus free morphemes, but others always require a�xes to be atta
hedto them. The word stem, in its turn, refers to a root of a word together withsome possible derivational a�xes, but without in�e
tional a�xes. Thus, theadje
tive �luotettava� ('reliable' or 'trustworthy' in English) is a root, but theadje
tive �epä+luotettava� ('unreliable' or 'untrustworthy' in English), derivedfrom the previous, is a stem.Finally, in this Thesis, the word morph is used as referring to a phoneti
realization of a morpheme, as opposed to morpheme whi
h means the smallestmeaningful unit in a language. A morpheme, for example the Finnish su�x-ssA for marking the inessive 
ase, may have more than one realizations as amorph due to allomorphy, or morphophonologi
al variation in languages. Forexample, the Finnish inessive 
ase su�x morpheme mentioned above 
an havetwo di�erent phoneti
 realizations or allomorphs, namely -ssa (�juna+ssa� or'in (the) train') and -ssä (�kynä+ssä� or 'in (the) pen
il'), depending on thevowels in the root or stem it is atta
hed to.2.1.2 Linguisti
 
ontextOne linguisti
 
on
ept that will be essential in understanding the experimentsdes
ribed later in this Thesis is the notion of 
ontext. Basi
ally, linguisti
 
on-text refers to the language surrounding the word, phrase or whi
hever linguisti
unit we are looking at.The units, 
ategories and their realizations in the di�erent subsystems 
anbe grouped under the term element (Karlsson, 1998). Elements have inher-ent properties, for example verbs are words that are used to express a
tion,existen
e or a state of being, and noun phrases always have a noun as theirhead word. Elements also have a distribution, whi
h means the linguisti
 en-vironment the elements 
an o

ur in (Karlsson, 1998). The 
o-o

urren
e of6



CHAPTER 2. BACKGROUNDan element with elements of some other type and the relations between theseelements are 
entral to the methodologi
al framework of this Thesis.An element is 
onsidered to be in a syntagmati
 relation with the otherelements that it 
an be 
atenated with to form a linear sequen
e of words(Karlsson, 1998). These sequen
es of elements of some level are 
alled syn-tagms. The meanings of the words in the sequen
e are also in a syntagmati
relation with ea
h other, for example in the senten
e �The 
at purred.� purringis an a
t whi
h is usually related to felines, and 
ats are animals that oftenexpress their 
ontentedness by purring. These kinds of syntagmati
 relationsbetween words are what is used as the basis of 
ategorizing word forms in theexperiments 
ondu
ted in the 
ourse of this Thesis.Apart from syntagmati
 relations, elements are also in a paradigmati
 rela-tion with the elements they are inter
hangeable with in a 
ertain frame (Karls-son, 1998). For example, even if purring is an a
t usually reserved for 
ats, it
an be used as a �gure of spee
h to yield senten
es like �The engine purred.�or �The woman purred.� In this frame that 
onsists of the de�nite arti
le andan in�e
ted form of the verb �purr�, the words �
at�, �engine� and �woman�are in a paradigmati
 relation with ea
h other and thus form a paradigm. Inthe word SOMs that are trained in this Thesis, the word forms that end upin the same node on the map or very 
lose to ea
h other 
an be 
onsideredas forming a kind of su
h paradigm with ea
h other (see Chapters 3 and 6 formore information on the methodology and the resulting word SOMs).Finally, the size of the 
ontext or the frame in whi
h the syntagmati
 andparadigmati
 relations of elements are studied 
an vary. The 
ontext may
onsist of only one or two elements immediately before and after the elementin question, or the 
ontext window may extend over several words or maybeeven senten
es. Also, even if the 
ontext window is large, all elements that fallwithin its span are not ne
essarily taken into 
onsideration but perhaps onlya subset of them, for example every se
ond element or only the two elementsthat are two steps before and after the 
enter of the frame.To 
on
lude this se
tion on the linguisti
 ba
kground, the aim of this Thesisis to �nd 
ategorizations for words, a task whi
h belongs traditionally to thesubsystem of lexi
on. Indeed, the usual way to 
ategorize words is to use part-of-spee
h 
lasses, whi
h are the traditional 
ategories of lexi
on. The 
ategoriesthat emerge in the experiments of this Thesis, however, are slightly di�erent.They have less to do with the subsystem of lexi
on than has traditional word
ategorization, and they tend to give mu
h more weight to the semanti
 simi-larity of words. Also, the methods whi
h are used to 
onstru
t the 
ategoriesborrow information from the subsystems of morphology and, in the form of
ontext windows, even syntax. 7



CHAPTER 2. BACKGROUND2.2 Statisti
al natural language pro
essingThe work in this Thesis falls into the 
ategory of statisti
al natural languagepro
essing (statisti
al NLP). The word �statisti
al� means here simply that inthis approa
h, NLP problems are being solved with methods that use naturallanguage text 
orpora and statisti
al and probabilisti
 tools for extra
ting in-formation from them. Adopting the de�nition of Manning and S
hütze (1999),�statisti
al NLP 
omprises all quantitative approa
hes to automated languagepro
essing, in
luding probabilisti
 modeling, information theory and linear al-gebra�.In short, statisti
al NLP usually 
onsists of non-logi
al work on NLP prob-lems. Its opposite are systems that use rules to stru
ture linguisti
 expressions.Di�erent kinds of rules on linguisti
 stru
ture have a long history in linguisti
sand also in NLP. In the last 
entury, however, this rule-based approa
h be
amein
reasingly 
ompli
ated and rigorous, as detailed grammars attempting to de-s
ribe what were well-formed versus ill-formed utteran
es of a language were
onstru
ted (Manning and S
hütze, 1999).But, as Edward Sapir (1921) already put it, �All grammars leak.� It issimply not possible to provide an exa
t and 
omplete 
hara
terization whi
hwould en
ompass all well-formed utteran
es of a language and whi
h would
leanly separate them from all other sequen
es of words, 
onsidered ill-formedutteran
es (Manning and S
hütze, 1999). This is due to the fa
t that languageis not a stati
 system but rather a tool that is 
onstantly adapted by people tomeet their 
urrent 
ommuni
ative goals and needs. Rigid rule systems 
annotta
kle su
h adaptiveness, and therefore a looser approa
h is needed.Instead of trying to �nd rules to des
ribe grammati
al or ungrammati
alsenten
es, statisti
al NLP aims to �nd the 
ommon patterns that o

ur in lan-guage use. The pra
titioners of statisti
al NLP are thus interested in gooddes
riptions of the asso
iations and preferen
es that o

ur in the totality oflanguage use, instead of 
on
entrating on 
ategori
al judgements about sen-ten
es that 
an, in reality, be very rare in a
tual language use (Manning andS
hütze, 1999).Statisti
al NLP has always had quite an applied 
hara
ter to it. This isquite natural, given the fa
t that it usually tries to �nd solutions to real NLPproblems, some of whi
h may have eluded solution for a long time when usingtraditional methods. Mu
h of the skepti
ism and 
riti
ism towards probabilisti
models for language stem from the fa
t that the well-known early probabilisti
models in the 1940s and the 1950s were extremely simplisti
 of nature (Man-ning and S
hütze, 1999). But as Manning and S
hütze (1999) argue, 
omplexprobabilisti
 models 
an be just as explanatory as 
omplex non-probabilisti
8



CHAPTER 2. BACKGROUNDmodels � but with the added advantage that they 
an also explain phenom-ena that involve un
ertainty and in
ompleteness of information, whi
h o

urso frequently in human 
ognition and parti
ularly in language.2.2.1 Supervised and unsupervised learningStatisti
al natural language pro
essing usually involves some kind of ma
hinelearning. Ma
hine learning means positing some general form of model andthen using training patterns to learn or estimate the unknown parameters ofthe model. Learning, in turn, refers to some form of algorithm for redu
ing theerror on a set of training data (Duda et al., 2001).Ma
hine learning algorithms 
an be roughly 
lassi�ed into supervised andunsupervised algorithms, depending on the task and the nature of the datawhi
h is used to train them. The distin
tion is that with supervised learning,we know the a
tual status for ea
h pie
e of data on whi
h we train; a 
ategorylabel for ea
h pattern in a training set is provided in advan
e. With unsu-pervised learning, however, we do not know the 
lassi�
ation of the data inthe training sample beforehand. There is no expli
it �tea
her�, and the algo-rithm forms its own 
lusters or �natural groupings� of the input patterns (Dudaet al., 2001). Unsupervised learning 
an thus often be viewed as a 
lusteringtask, while supervised learning 
an be seen as a 
lassi�
ation task (Duda et al.,2001). In supervised learning, we typi
ally have a manually annotated text
orpus or some other pie
es of information that have usually involved humane�ort, and the aim is to have the algorithm learn to repeat the annotation. Anunsupervised learning algorithm, in turn, attempts to learn to extra
t informa-tion automati
ally from an unannotated text 
orpus. The methodology usedin the experiments of this Thesis belongs to the latter 
ategory of unsupervisedlearning.Using unsupervised learning algorithms in statisti
al NLP 
an thus helpsave human e�ort in solving an NLP task. Of 
ourse, there are some alreadyannotated text 
orpora1 distributed freely for statisti
al NLP resear
h purposes,but sometimes the existing annotated 
orpora simply 
annot satisfy the need athand. This is the 
ase with for example the 
hildren's stories 
orpus used in thisThesis. Being an instan
e of the a
tual use of language of small 
hildren, withits slangy and parti
ular expressions and words, no existing annotated 
orpus2would be of mu
h help in training an algorithm for the task of 
ategorizing the1See for example the Brown Corpus (Fran
is and Ku
era, 1964), the British NationalCorpus (Burnard, 1995) or the Penn Treebank (Mar
us et al., 1993).2With the possible ex
eption of the CHILDES database (Ma
Whinney and Snow, 1985),whi
h 
ontains trans
ripts of 
onversations with young 
hildren. This 
orpus, however, hasthe fault of neither being really textual data but a 
olle
tion of audio re
ordings with tran-9



CHAPTER 2. BACKGROUNDwords of this data. Also, making an own annotated 
orpus for this parti
ulartask would be a tedious and extensively time-
onsuming job.Further, with the era of the Internet with its vast, 
onstantly expandingamounts of text data, it would be wasteful not to be able to utilize su
h huge,free text resour
es in NLP tasks. Algorithms that 
an learn on unannotatedtext data are thus a great asset whi
h enable the harnessing of the potential ofunpre
edentedly large text 
olle
tions.Finally, sometimes a 
ategorization made by an unsupervised learning algo-rithm is exa
tly what we hope to a
hieve. The unsupervised method may �nd inthe data some patterns that would have been missed using the pre-determined
lasses of a supervised learning algorithm. An unsupervised learning algorithmmay su

eed in extra
ting from the 
orpus information of a 
ompletely di�erenttype or on a 
ompletely di�erent basis than what its 
reators did or did notoriginally have in mind. This 
ould help give totally new viewpoints into thedata, and reveal some fa
ts about it that would perhaps have otherwise beenmissed. This, together with the fa
t that material for supervised 
ategorizationof the words in the 
hildren's stories 
orpus was not even available, were themain motivations for turning to unsupervised methods rather than supervisedin this Thesis.2.2.2 Emergen
e of linguisti
 stru
tureApplying unsupervised learning methods to natural language pro
essing tasksin the purpose of �nding impli
it patterns in the data 
an also be viewed asemergen
e of linguisti
 stru
ture. When an unsupervised learning algorithmextra
ts its own 
ategorizations from the data, these 
ategories are 
onsideredto be emergent, something that emerged from the data itself, as opposed to theprede�ned 
lasses of a supervised learning algorithm. The emergent stru
ture
an either be in 
orresponden
e with some existing linguisti
 theory (for exam-ple a theory on word 
ategorization), or it 
an also represent a 
ategorization ofa 
ompletely new type, based on phenomena whi
h may have been previouslyignored or whi
h may have passed unre
ognized until now.Linguisti
 stru
ture 
an emerge from data on several di�erent levels, 
or-responding to the subsystems of language des
ribed earlier (see Se
tion 2.1.1).For example, on the level of morphology, there have been several e�orts toextra
t morphologi
al information automati
ally from text 
orpora. One su
hmethod, namely theMorfessor family of algorithms (Creutz and Lagus, 2005a),was also used for providing the morphologi
al information utilized in the ex-s
ripts, and nor having been 
olle
ted from Finnish-speaking 
hildren like the data set usedin this Thesis. 10



CHAPTER 2. BACKGROUNDperiments and data analyses performed in this Thesis (see Chapter 3 for moreinformation on Morfessor and other morphology extra
tion algorithms).The resear
h on the emergen
e of word 
ategorizations and semanti
s iseven more abundant. One method whi
h is 
laimed to �nd semanti
 emergentrepresentations is the Latent Semanti
 Analysis (LSA) (Deerwester et al., 1990),whi
h is a statisti
al te
hnique for extra
ting and representing the similarityof meaning of words and passages by analysis of large bodies of text. The ideais to use singular value de
omposition to redu
e a very large matrix of word-by-
ontext data into a 
onsiderably smaller and more 
ompa
t representation.This resulting representation has been shown to mimi
 
losely the way humansjudge meaning similarity (Landauer and Dumais, 1997). As Landauer et al.(1998) point out, the similarity estimates derived by LSA are not based onsimple frequen
ies or 
o-o

urren
es but they depend on a deeper statisti
alanalysis � on the �Latent Semanti
s�, an instan
e of the emergen
e of linguisti
stru
ture.More re
ently, an algorithm 
alled Independent Component Analysis (ICA)(Hyvärinen et al., 2001) has been used for a similar task. ICA is a statisti-
al and 
omputational te
hnique for revealing hidden fa
tors that underlie inmultivariate data. The variables in the data are assumed to be linear mixturesof some unknown latent variables, and the mixing system is also unknown.The aim of ICA is to to �nd these latent variables, 
alled the sour
es or theindependent 
omponents of the observed data. In a more linguisti
 
ontext,ICA has been applied by Honkela et al. (2005) on word 
ontext data to extra
tdistin
t features or 
ategories that re�e
t synta
ti
 and semanti
 
ategories ofwords.In this Thesis, however, yet another method was adopted for the taskof word 
ategory emergen
e. Like LSA and ICA, also Self-Organizing Maps(SOMs) (Kohonen, 2001) 
an be used to 
onstru
t a representation of the in-put text data based on word 
ontexts (Ritter and Kohonen, 1989). Apart fromgenerating representations that are 
on
eptually intuitive, SOMs also have theadditional advantage of building an e�
ient visualization of the emergent 
on-textual relations of words. More information on SOMs 
an be found in Chapter3 of this Thesis.Finally, emergen
e of stru
ture has also been resear
hed at the level ofsyntax, and, overlapping with the �eld of resear
h of language evolution, evenfrom the point of view of the emergen
e of an entire language. This kind ofresear
h typi
ally involves simulations with populations of individual learners,often 
alled agents. For example, in the 
omputational model of Kirby (2000),synta
ti
 rules are shown to emerge from unstru
tured data in a population oflearners through observational learning, without natural sele
tion of learners.11



CHAPTER 2. BACKGROUNDThe su

ess in this kind of experiments with so
ial and 
ultural approa
hesto language evolution has been taken as an argument against the theories thatthe human language abilities would be geneti
ally en
oded and that languagewould have emerged just as a response to the pressures of natural sele
tion.Rather, as Smith et al. (2003a) argue, language should be seen as a systemwhi
h arises from the intera
tion of the three 
omplex adaptive systems ofbiologi
al evolution, learning and 
ulture. The later model by Kirby (2001),
alled the Iterated Learning Model (ILM), has been proposed by Smith et al.(2003b) as a framework for new resear
h on the 
ultural evolution of language.The simulation of language learning in agent populations has also been stud-ied by for example Honkela and Winter (2003) and later by Lindh-Knuutila(2005), who use self-organizing maps to represent an agent's semanti
 memoryor 
on
eptual map.2.3 Story
rafting methodThe 
hildren's stories 
orpus used and analyzed in this Thesis was provided bya group of independent resear
hers 
alled the Children are Telling group. Thestories in the data set were 
olle
ted between 1994 and 2001 using a method
alled Story
rafting (in Finnish, 'sadutus'). It is therefore �t to devote a se
tionto des
ribing in more detail the ba
kground and aims of this method.The Story
rafting method is a Finnish invention that promotes equal pos-sibilities for the parti
ipants in a dialog (Riihelä, 1991). It was developedespe
ially for helping to transform the status of 
hildren in the so
iety; to lis-ten to what the 
hildren have to say. The Story
rafting method turns the fo
usto the person who tells the story � the 
hild. Using the Story
rafting method,
hildren 
an be heard the way 
hildren want to be heard: the 
hildren 
an
hoose the words, drawings and a
ts they want to use to express themselves(Riihelä, 2001). Also, the 
hildren may freely 
hoose the subje
t or topi
 oftheir stories; adults are just to listen what they have to say, on whi
hever topi
they 
hoose.The idea of the Story
rafting method is simple. The adult, or the sto-ry
rafter, asks the 
hild to tell a story, and says that he or she will write itdown exa
tly as the 
hild will tell it. When the story is �nished, the story
rafterwill read it aloud to the 
hild, who 
an then make any 
orre
tions or 
hangesto the story if he or she wants to.It is important to write the story down exa
tly as the 
hild tells it, resistingthe urge to 
orre
t any mistakes or slangy use of language by the 
hild. Thepurpose is to make it 
lear to the 
hild that the adult is spe
i�
ally interestedin the 
hild's own story; the aim is to inspire the 
hild to tell about his or her12



CHAPTER 2. BACKGROUNDown world and thoughts (Riihelä, 2001). Contrary to the traditional relationsbetween a 
aregiver and a 
hild or an edu
ator and a 
hild, in the Story
raftingmethod it is the 
hild who takes the lead and the adult should just follow behindand do
ument the pro
ess. In a

epting to write the story down exa
tly as heor she hears it, the story
rafter also a

epts to respe
t the way of self-expressionthe 
hild 
hooses to use, and not to 
hange or add anything to it in the pro
ess(Karlsson, 2000).Also, it is important to 
onvey the feeling that the 
hildren have a 
opyrightto their own work and that it is not just being used for the purposes of theadult (Riihelä, 2001). The adult 
an of 
ourse ask the 
hild to give him or hera 
opy of the story, but above all, the story should belong to the 
hild, to behis or hers to do as he or she pleases.The Story
rafting method has been used most extensively in the Storyridenetwork proje
t 
o-ordinated by Finnish National Resear
h and DevelopmentCentre for Welfare and Health (Stakes). The proje
t started in 1995 on 
ollab-oration with 23 Finnish muni
ipalities and professionals in so
ial and health
are, parishes, individual day
are 
entres and family day
are units and otherinstitutions (Riihelä, 2001). In this network, the method for Story
rafting wasfurther re�ned, and the 
onstru
tion of a 
hildren's own network of stories wasbegun. The proje
t 
ontinues even today in 
ollaboration with universities, 
ol-leges, day
are 
enters and 
ultural organizations in the Nordi
 
ountries, andit has re
eived support from the Nordi
 Coun
il of Ministers. Further informa-tion and a quantitative and qualitative evaluation of the Storyride proje
t 
anbe found in for example Karlsson (1999) and Karlsson (2000).One purpose of the Storyride proje
t has also been to 
reate an own networkof dire
t 
onta
ts between 
hildren. In the proje
t, the stories told by a 
hildor a group of 
hildren will be sent to another group of 
hildren in a di�erentday
are 
enter, s
hool, orphanage et
., either in their own 
ountry or abroad.There, the story or stories will be read to a new audien
e, and in response,the listeners will tell their own stories based on their rea
tions to the re
eivedstory. These new stories are then sent ba
k to the original group, forming akind of a story 
ir
le between the groups. Like this, the 
hildren are given theopportunity to produ
e their own 
ulture, whi
h is do
umented and publishedalong the way (Riihelä, 2001). The 
hildren also get an opportunity to hearabout other 
hildren's thoughts from di�erent parts of their own 
ountry andfrom abroad.The appli
ations of the Story
rafting method are many. It 
an be used withone person or with groups, at home or at s
hool, day
are 
enter or some otherinstitution, in parental advi
e, in spe
ial edu
ation, in so
ial work or even inadult edu
ation. It 
an be used as an interview method, or as a therapeu-13



CHAPTER 2. BACKGROUNDti
 method e.g. for 
hildren who have experien
ed some kind of a traumati
event. It 
an be used to handle many problems, like spee
h disabilities, insult-ing treatment, physi
al and psy
hi
 illness, or simply to improve 
o-operationbetween adults and 
hildren or to 
hange working pra
ti
es towards some more
lient-
entered habits. (Riihelä, 2001)Further, the stories 
olle
ted by using the Story
rafting method 
ould alsobe of great help for resear
h 
on
erning the language of 
hildren, forming avaluable text 
orpus of the a
tual use of language of younger and older 
hil-dren. Parti
ularly, stories from 
hildren of many di�erent ages 
ould help tounderstand how the human language skills develop throughout the 
hildhood.In this Thesis, it is indeed from these points of view of (so
io)linguisti
s andlanguage development that the 
hildren's stories 
orpus provided by the Chil-dren are Telling group will be analyzed.

14



Chapter 3MethodsIn this Chapter, the methodology used in this Thesis is examined in moredetail. First, the Morfessor family of algorithms for unsupervised extra
tionof morphologi
al information from text 
orpora is introdu
ed, and some otherwork on unsupervised indu
tion of the morphology of a language is also brie�ydes
ribed. Then, the prin
iples of the main method used in this Thesis, namelythe Self-Organizing Map (SOM), are presented. Also, some appli
ations ofSOMs in natural language pro
essing are viewed. Finally, the pro
edures for
onstru
ting a word SOM are explained, for both the traditional word SOMswith whole 
ontext words as features as well as for the morph-featured wordSOMs whi
h are the main innovation of this work.3.1 MorfessorMorfessor1 (Creutz and Lagus, 2005a) is an unsupervised data-driven algo-rithm for indu
ing the morphology of a language. Indu
ing refers here to theemergen
e of morphologi
al information from the text data itself, and by un-supervised it is meant that the algorithm is provided with no or very littlemorphologi
al or other linguisti
 knowledge related to the task.The aim of Morfessor is to segment words of an unlabeled text 
orpus intomorphemes or morpheme-like units, and also to be appli
able espe
ially tohighly in�e
ting, morphologi
ally ri
h languages like Finnish. Also, the Mor-fessor morphology extra
tion method not only seeks to �nd the most a

uratesegmentation possible, but it also learns a representation of the language fromthe data it was applied to, namely an inventory of the morphs of the language.The output of Morfessor is a lexi
on of the words from the 
orpus, segmentedat proposed morpheme boundaries into morpheme-like units 
alled morphs.1The Morfessor family of algorithms was �rst named Morfessor in (Creutz and Lagus,2005b). The software is available at http://www.
is.hut.fi/proje
ts/morpho/.15



CHAPTER 3. METHODSSin
e Morfessor does not, at least for the time being, re
ognize allomorphi
variation, the units produ
ed by its segmentation 
annot really be 
alled mor-phemes, but rather they should be regarded as something 
loser to morphs2.However, the morph lists produ
ed by Morfessor are not ne
essarily even meantto be linguisti
ally 
orre
t. When utilized the way des
ribed in this Thesis, forexample � as input to another unsupervised learning algorithm, namely theself-organizing map � the question whether the morphs extra
ted by Morfessora
tually stri
tly 
orrespond to linguisti
ally a

epted Finnish morphs seemsless important.Morfessor has been tested on Finnish and English text 
orpora, with goodresults (Creutz and Lagus, 2004). Compared with other unsupervised morphol-ogy extra
tion tools, Morfessor seems to have a good performan
e on 
orporaboth in the morphologi
ally ri
h Finnish and in the less in�e
ting English lan-guage. The morphologi
al analysis produ
ed by Morfessor has been applied tospee
h re
ognition (Siivola et al., 2003; Ha
ioglu et al., 2003) and to improv-ing language models (Virpioja, 2005). In the future, the tasks of for examplema
hine translation and information retrieval 
ould 
on
eivably bene�t fromusing automati
ally extra
ted morphologi
al information. In fa
t, the re
entMaster's Thesis by Ville Turunen (2005) studies the use of Morfessor-extra
tedmorphs in spoken do
ument retrieval.In this Thesis, the Morfessor algorithm is applied to the 
hildren's sto-ries 
orpus in order to produ
e a morphologi
al segmentation of the words inthe data, whi
h is then used in 
al
ulating the feature ve
tors for the morph-featured self-organizing maps presented in this work. An emergentist approa
hto a
quiring a morphologi
al analysis of the data was adopted be
ause the
olloquial, non-orthographi
al nature of the language in the 
hildren's stories
orpus would have seriously 
hallenged the 
apabilities of any non-statisti
almorphologi
al analyzer for Finnish. An example ex
erpt from a Morfessor out-put morph lexi
on, obtained by morphologi
ally analyzing the 
hildren's stories
orpus, 
an be found in �gure 3.1. In the example, the numbers on the leftrefer to the frequen
y of the word form in the 
orpus, and ea
h morph has beenlabeled as being either a root (STM), a pre�x (PRE) or a su�x (SUF).3.1.1 The algorithmMorfessor is a
tually more like a family of algorithms than one spe
i�
 method.The three 
urrent variants of the Morfessor approa
h to morphology indu
tionare 
alled, retroa
tively, Baseline, Categories-ML and Categories-MAP. The2See Se
tion 2.1.1 for a further terminologi
al 
lari�
ation 
on
erning morphs and mor-phemes. 16
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3 äiti/PRE + pupu/STM1 äiti/PRE + roisto/STM1 äiti/PRE + roisto/STM + a/SUF1 äiti/STM + s/SUF2 äiti/STM + si/SUF3 äiti/STM + stä/SUF1 äiti/PRE + sud/STM + e/SUF + lle/SUF3 äiti/PRE + susi/STM1 äiti/STM + t/SUF3 äiti/PRE + tonttu/STM1 äiti/PRE + vala/STM + s/SUF51 aivan/STM9 aivast/STM + i/SUF2 aivast/STM + i/SUF + vat/SUF1 aivast/STM + uksen/SUF2 aivo/STM + kääpiö/STM5 aivo/STM + t/SUF1 aja/STM36 aja/STM + a/SUF4 aja/STM + an/SUF1 aja/STM + i/SUF2 aja/STM + ja/SUF1 aja/STM + ja/SUF + lle/SUF1 aja/STM + ja/SUF + n/SUF1 aja/STM + ja/SUF + t/SUF2 aja/STM + ksi/SUF1 ajamaa/STM40 aja/STM + maan/SUF1 ajamisen/STM34 aja/STM + n/SUFFigure 3.1: An ex
erpt from a list of morphologi
ally segmented word forms, extra
tedfrom the 
hildren's stories 
orpus. The numbers on the left denote the frequen
y ofthe word form in the 
orpus, and ea
h morph has been labeled as either a root(STM), a pre�x (PRE) or a su�x (SUF). This segmentation was obtained by usingthe Categories-ML variant of Morfessor.

17



CHAPTER 3. METHODSBaseline method (Creutz and Lagus, 2002) utilizes the minimum des
riptionlength (MDL) prin
iple, i.e. it is based on minimizing the sum of the lengthof the model and the length of the data as measured using the model. TheBaseline algorithm uses an in
remental online learning approa
h to learninga morph lexi
on of the data, analyzing ea
h example word a

ording to themodel that had been built up so far.The Categories-ML variant of Morfessor (Creutz and Lagus, 2004) uses sim-ply a maximum likelihood (ML) estimation of the data, instead of measuringthe minimum des
ription length of the model. It also uses bat
h learning, atype of learning where, alternatingly, all the words in the data are �rst splita

ording to a �xed model, and then the model is updated. The Categories-MAP (Creutz and Lagus, 2005a) model is similar to the Categories-ML model,but it uses maximum a posteriori (MAP) estimates of the parameters insteadof ML estimates, and it is 
omputationally slower. The Categories-MAP modelalso has a hierar
hi
al morph lexi
on, and it utilizes 
orpus frequen
y to de-
ide when not to split a segment. In this Thesis, the method for providingthe morphologi
al analysis required for the experiments was 
hosen to be theCategories-ML model, sin
e this Morfessor variant had the best performan
eof the three on the 
hildren's stories 
orpus (see Se
tion 4.4). Consequently,only the Categories-ML model will be des
ribed in more detail here. The pre-sentation follows the arti
le of Creutz and Lagus (2004).Unlike the Baseline method, the Categories-MLmodel also labels the morphsit segments, assigning them to the morph 
ategory of either roots3 (STM),pre�xes (PRE) or su�xes (SUF). The Categories-ML variant uses a HiddenMarkov Model (HMM) to model morph sequen
es. These morph sequen
es areallowed to be quite long, making the algorithm espe
ially appli
able to highlyin�e
ting languages like Finnish. In this task of learning the morphology fromtext data, neither the segments (morphs), nor their labels (morph 
ategories)are known in advan
e.In order to fa
ilitate the task, some linguisti
 assumptions are made. First,as explained in the previous paragraph, morphs are assumed to fall into thetwo main 
ategories of roots and a�xes as far as sequential behaviour is 
on-
erned. However, roots and a�xes are not allowed to be 
ombined into justany sequen
e of morphs, but there should be some restri
tions on the form ofa legal morph sequen
e in order to prevent some sequen
es, like words startingwith a su�x, from emerging. These restri
tions, 
alled morphota
ti
 rules, 
an3It should be noted that in the original Morfessor papers, the word stem is used insteadof root when referring to the portion of a word that has been stripped of all a�xes (seeSe
tion 2.1.1 for a further terminologi
al 
lari�
ation). For this reason, the label attributedby Morfessor to root morphs is 
alled �STM�.18



CHAPTER 3. METHODSbe summarized as the regular expression:word = ( prefix* root suffix* )+ (3.1)Finally, ea
h 
ategory of morphs is assumed to be asso
iated with some setof likely properties. For example, a�xes are likely to o

ur together withmany di�erent morphs and more 
ommonly than roots, and roots are probablymorphs that are not very short.For the sequen
es of morph 
ategories o

urring in a word, a �rst-orderMarkov 
hain (a bigram model) is assumed. For ea
h 
ategory, there is aseparate probability distribution over the set of possible morphs. Thus, theprobability of a parti
ular segmentation of the word w into the morph sequen
e
µ1, µ2...µk is

p(µ1, µ2...µk|w) =

[

k
∏

i=1

p(Ci|Ci−1) · p(µi|Ci)

]

· p(Ck+1|Ck) . (3.2)In the equation, p(Ci|Ci−1) denotes a bigram model on 
ategories, determiningfor example how likely it is that a pre�x should follow another pre�x. p(µi|Ci)is the probability that the 
ategory Ci should generate the morph µi, and
p(Ck+1|Ck) is the probability that a word ends with a morph of 
ategory Ck.The a
tual Categories-ML algorithm pro
eeds as follows:1. Produ
e a baseline segmentation. The Baseline variant of Morfessoris used to obtain a good initial morph segmentation of the data.2. Initialize p(µi|Ci) and p(Ci|Ci−1), and do EM. The probability p(µi|Ci)for ea
h given morph to be in a parti
ular 
ategory is 
al
ulated usingthe left/right perplexity of the morph for a�xes and the length of theroot for roots. Right (or left) perplexity of a morph refers to a measureof the di�
ulty of predi
ting the morph that follows (or pre
edes) thisparti
ular morph. In order to help the optimization of the three proba-bilities for root/su�x/pre�x-likeness, a fourth 
ategory of noise morphsis introdu
ed.3. Remove redundant morphs, and do EM. If there are morphs whi
h
an be split into submorphs that already exist, then they should be split.If there are multiple 
hoi
es, the most likely one is 
hosen.4. Remove noise morphs, and do EM. Noise morphs are usually short,and a result of over-segmentation. They are removed by merging themwith adja
ent morphs, a

ording to some joining preferen
e heuristi
s.19



CHAPTER 3. METHODSAt the end of ea
h step from 2 to 4, the probabilities of the model are re-estimated by using Expe
tation Maximization (EM). That is, the 
ategories ofall morphs are re-tagged using the Viterbi algorithm by maximizing the equa-tion 3.2. The probabilities p(µi|Ci) and p(Ci|Ci−1) are then re-estimated fromthe tagged data, and this pro
ess is repeated until the probabilities 
onverge.Basi
ally, the EM makes things that have been observed frequently more likely,and things that have been observed infrequently less likely. After the �nal re-estimation of morph 
ategories in step 4, all the words in the data are �nallyre-segmented using the newest model probabilities.3.1.2 Other unsupervised methods for morphology indu
-tionThe method adopted in this Thesis for automati
ally extra
ting morphologi
alinformation from the 
hildren's stories 
orpus belongs to the Morfessor family(the Categories-ML variant of Morfessor). However, there are also some otherunsupervised methods whi
h 
ould have been applied to a similar task.The work of Harris (1955) may be regarded as a basi
 approa
h to unsu-pervised indu
tion of morphology. He proposes the use of so-
alled su

essorfrequen
ies, stored in a trie stru
ture, to �nd word and morpheme boundariesin phoneme utteran
es. The idea is that a word or a morpheme boundary issuggested at lo
ations where the predi
tability of the next letter in a lettersequen
e is low � that is, where there is a peak in the su

essor 
ount. Insidea word unit, the 
hoi
es of su

essors are more limited, but at the boundariesof two units, the 
hoi
e is typi
ally mu
h less restri
ted.The approa
h is quite simplisti
 and obviously has its limitations, but someof them have been solved by Harris himself or by for example Hafer and Weiss(1974). They extend the work of Harris by proposing four di�erent basi
 strate-gies for segmentation: segmenting a

ording to a 
uto� value for su

essor
ount, a

ording to the peak and plateau strategy of the original work of Har-ris, a

ording to a strategy favoring mat
hes to 
omplete 
orpus words, ora

ording to a 
uto� value of the su

essor entropy. They apply the output oftheir system to an information retrieval task.Harris' system has even inspired some more re
ent methods for morphologyextra
tion. Déjean (1998) presents a method where segmentation o

urs whenthe su

essor 
ount is greater than a threshold, set to be half of the numberof letters in the alphabet of the language. Also, Goldsmith (2001) uses thesu

essor and prede
essor 
ounts presented in Hafer and Weiss (1974) in hissystem, 
alled Linguisti
a. He assumes that roots form groups that he 
allssignatures, and that ea
h signature shares a set of possible a�xes.20



CHAPTER 3. METHODSS
hone and Jurafsky (2000) adopt a di�erent kind of an approa
h to theproblem of unsupervised morphology indu
tion. They 
onsider also the se-manti
 
ontent of words (in the form of word 
ontexts) in determining the�morphologi
ally relatedness� of word pairs sharing a set of hypothesized 
an-didate a�xes whi
h may be morphologi
al variants. Also S
hone and Jurafskyuse trie stru
tures in identifying their 
andidate a�xes. In their system, thesemanti
 representations of terms, needed for 
omparing the semanti
al sim-ilarity of their 
ontexts, are obtained using singular value de
omposition, amatrix fa
torization method used in Latent Semanti
 Analysis. S
hone andJurafsky (2001) extend the previous work by for example adding support for
ir
um�xation and for frequen
y similarity features, and by using transitivityto help �nd morphologi
al variants otherwise unre
ognized.Yarowsky and Wi
entowski (2000) and Wi
entowski (2002) also use 
on-text similarity in determining morphologi
al variants. Their system, whi
hthey 
all �minimally supervised�, 
ombines a few di�erent unsupervised modelsto predi
t in�e
tion�root alignments from an unlabeled 
orpus. The alignmentsare used to train a probabilisti
 string transdu
tion model, whose output, inturn, is used to further re�ne the parameters of the unsupervised models. Thispro
ess is iterated until the output 
onverges. The unsupervised alignmentmodels are based on for example the similarity between in�e
ted forms andtheir 
itation form, the 
ontext similarity of morphologi
al variants, or the dis-tributional similarity exhibited by morphologi
al variants. When using only anunannotated text 
orpus, the algorithm is unsupervised, but to improve its per-forman
e, Yarowsky and Wi
entowski present ways of providing the algorithmwith optional resour
es, thus in
reasing its level of supervision.3.2 Self-Organizing MapThe Self-Organizing Map (SOM) is an arti�
ial neural network algorithm de-veloped by Teuvo Kohonen (1982). One of the main assets of the model is itsability to e�
iently visualize data sets as two-dimensional, usually hexagonalmap grids onto whi
h the input data samples are proje
ted. The samples, aswell as the units on the map grid, are represented as feature ve
tors whi
h
onsist of values for the features 
hosen to represent the data set. The relativedistan
es of the samples on the resulting map re�e
t their similarity a

ordingto the 
hosen feature set, so that samples that have very similar values for thefeatures will end up 
lose to ea
h other on the grid.Being an unsupervised learning algorithm, SOM requires no tea
her to de-�ne the 
orre
t output for a given input. This naturally makes it highly appli-
able to any set of data that hasn't been examined and 
lassi�ed beforehand,21



CHAPTER 3. METHODSfor example unannotated text data. Also, sin
e the 
ategorization of the inputsamples emerges from the data set itself, SOM 
an also be used in the purposeof �nding 
ategorizations typi
al for a parti
ular set of data.3.2.1 The algorithmThe map grid of a SOM 
onsists of 
ells or nodes, ea
h of whi
h 
orrespondsto a prototype ve
tor having the same dimensions as the input sample ve
tors.Prototype ve
tors are denoted here by mi, where i 
orresponds to the indexof the prototype. Initially, these prototype ve
tors will have been initializeda

ording to some method, usually random or linear initialization. During thetraining pro
ess of the SOM, sample ve
tors (denoted by xj) are 
ompared tothe prototype ve
tors, and the Best Mat
hing Unit (BMU) on the map gridis 
hosen for the sample ve
tor. More pre
isely, the winning prototype ve
tor,denoted by index c, is determined by the formula
c(xj) = arg min

i
d(xj , mi) , (3.3)where d(xj, mi) denotes the distan
e between the sample ve
tor xj and themap unit prototype ve
tor mi. The distan
e between the ve
tors is 
al
ulatedusing some distan
e metri
, typi
ally the Eu
lidean distan
e, and the prototypeve
tor whi
h has the smallest distan
e to the sample ve
tor at hand will be
hosen as its BMU. This kind of learning pro
ess is 
alled 
ompetitive learning,as the prototype ve
tors 
ompete against ea
h other over the sample.Having found the BMU for the sample, the algorithm will adapt the BMU'sve
tor and also the ve
tors of its neighboring map nodes so that they willbe
ome slightly more like the sample under 
onsideration. The amount ofadaptation of the neighboring node prototype ve
tors depends on their distan
efrom the BMU; the 
losest neighbors are adapted more than those furtheraway on the map. The idea is that in the early phases of the training pro
ess,the amount of adaptation will be larger, and it will a�e
t a larger numberof neighboring map nodes. This will serve to perform a rough, global initialordering of the map. But as the learning pro
ess 
ontinues, the amount of theadaptation and the size of the neighborhood a�e
ted will de
rease, subje
tingthe map to �ner, more lo
al ordering.Stated in a more expli
it manner, the prototype ve
tors are adapted a
-
ording to the fun
tion

mi(t + 1) = mi(t) + hc(x),i(t) (x(t) − mi(t)) , (3.4)where mi denotes the ith map unit, x(t) the input sample ve
tor and t thedis
rete time 
oordinate, and hc(x),i(t) is the neighborhood fun
tion whi
h de-termines the size of the neighborhood. The typi
al neighborhood fun
tion used22



CHAPTER 3. METHODSis the Gaussian fun
tion
hc(x),i = α(t) exp

(

−
‖ri − rc‖

2

2σ2(t)

)

, (3.5)where 0 < α(t) < 1 is the learning-rate fa
tor and σ2(t) the radius of theneighborhood a�e
ted. Both the learning-rate fa
tor and the neighborhoodradius 
ontinue to de
rease during the learning pro
ess. The variables rc and
ri 
orrespond to the lo
ations of the prototype ve
tors on the grid.Finally, a SOM 
an be trained with two di�erent types of training algo-rithms. The training pro
edures des
ribed above follow the usual sequentialtraining algorithm, in whi
h sample ve
tors are fed to the algorithm one byone and the prototype ve
tors of the map are adapted after ea
h input. Thissequential training pro
ess is typi
ally iterated thousands or tens of thousandsof times, and ea
h sample of the data set may be utilized hundreds of timesduring the pro
ess.In this Thesis, however, another approa
h to training a SOM was adopted,namely the bat
h training algorithm. In bat
h training, the whole data set ispresented to the map before any adaptation of prototype ve
tors. Ea
h trainingstep 
onsists of 
al
ulating the BMUs for every sample in the entire data setand adapting the prototype ve
tors of the map a

ording to the samples. Inbat
h training, the ve
tor adaptation is determined by the formula

mi(t + 1) =

∑n
j=1 hc(x),i(t)xj
∑n

j=1 hc(x),i(t)
. (3.6)This training step is iterated until 
onvergen
e or for a su�
iently long time,ea
h time �nding the BMUs for all the training samples in the data set andadapting their ve
tors and neighboring ve
tors. Bat
h training has the ad-vantage of being signi�
antly faster than the sequential training algorithm,espe
ially when using Matlab fun
tions.Visualization and analysis of a SOMThe e�
ien
y of SOMs in visualizing data sets owes mu
h to the many visual-ization methods developed for them. These visualization methods are usuallybased on drawing an image of the map grid of the SOM and then presentingsome type of information in the nodes of the grid. For example, if the amountof features 
hosen to represent the data set is small (the feature and prototypeve
tors are short), one might want to see a map grid where ea
h node 
ontainsthe prototype ve
tor asso
iated with it.However, when the set of data gets larger, the feature set for representingthe data samples also be
omes larger. Typi
ally, the feature ve
tor for a sample23



CHAPTER 3. METHODSmay 
ontain values for hundreds of di�erent features, in whi
h 
ase visualizingthe resulting SOM by presenting the prototype ve
tors in ea
h node isn't reallymu
h use for anything.One of the most 
ommonly used visualization methods for a SOM is theU-matrix (Ults
h, 1993), whi
h dete
ts topologi
al relations among nodes andinfers about the stru
ture of the input data. The U-matrix algorithm generatesa matrix in whi
h ea
h value is a kind of a distan
e node, a distan
e measurebetween two adja
ent map nodes. For ea
h map node, a distan
e value 
onsist-ing of the average on the distan
es to all its neighboring nodes is 
al
ulated.These values are used to draw a display in whi
h map nodes and distan
e nodesalternate, and ea
h node is 
oloured a

ording to its value (see �gure 3.2).Di�erent 
olour s
ales 
an be used to 
olour the nodes, but they all have in
ommon the purpose of distinguishing nodes with high values from nodes withlow values. The 
hosen 
olour s
ale is usually provided on the side of the U-matrix. In the example U-matrix in �gure 3.2, the 
olour s
ale passes from blueto red, with blue marking nodes with low values and red representing nodeswith high values. The regions of low-valued nodes on the U-matrix 
an be
onsidered 
lusters, groupings of similar nodes. On the other hand, the regionsof high-valued nodes, usually emerging in between the 
lusters, are regardedas frontiers whi
h separate the 
lusters from ea
h other. Thus, the U-matrixdisplay shows low values inside a 
luster, and high values in the areas betweenthe 
lusters.Another useful tool for visualizing the data in a SOM are the 
omponentplane representations (Kohonen, 2001) of its features. Ea
h 
omponent planeshows the values of a parti
ular feature throughout the map grid. The 
ompo-nent plane images are espe
ially useful in examining the behaviour of the datain 
orresponden
e to an individual feature from the feature set, and they mayalso be used as a tool for evaluating the e�
ien
y and the 
ontribution to theSOM of ea
h one of the 
hosen features. Component planes also help dete
temerging patterns of data distribution on the SOM grid (Kohonen, 2001) and
orrelations between the features.A 
omponent plane representation for a feature is obtained by 
olouringea
h map node a

ording to the value of the feature in that node. As withU-matri
es, the 
olour s
ale may vary, but the adopted 
olour s
ale is usuallyprovided together with the 
omponent plane image. Figure 3.2 shows the 
om-ponent plane images for the three features, named X, Y and Z, that were usedto train the example SOM, also displayed as a U-matrix in the �gure. As 
anbe seen from the �gure, the data samples that had for example high values infeature X were mapped to the upper half of the SOM and espe
ially to thenodes in its left upper 
orner, whereas samples mapped to the lower half of the24
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Figure 3.2: A U-matrix representation for a 12 × 9 hexagonal SOM with �ve 
lusters,and 
omponent plane representations for the features of the SOM, 
alled X, Y andZ.SOM seem to have in 
ommon a low value for feature X. The samples mappedto the left upper 
orner also seem to have relatively high values for featureY, but low values for feature Z. This kind of analysis will help to determinewhat type of data was mapped to ea
h region on the map, and what was the
ontribution of ea
h individual feature in training the SOM.3.2.2 Related work on SOMs in natural language pro
ess-ingThe �rst appli
ation area of self-organizing maps in natural language pro
essingwas spee
h re
ognition, or, more a

urately, spee
h-to-text transformation (Ko-honen et al., 1984; Kohonen, 1988). However, most of the SOM work relevant tonatural language pro
essing has been in the area of word 
ategory maps and inperforming automati
 statisti
al lexi
al analysis based on the SOM. The basi
method for training word maps was des
ribed by Ritter and Kohonen (1989).In a word SOM, the word 
ontexts have been redu
ed to a two-dimensional gridrepresentation, in whi
h the relative distan
es of data words on the map re�e
tthe a
tual semanti
 relationships of the words in the input text (Ritter and25



CHAPTER 3. METHODSKohonen, 1989). Words that are semanti
ally or 
on
eptually similar (wordsthat have similar 
ontexts in the data) will appear 
lose to ea
h other on theresulting word SOM, forming 
lusters of words. These areas or regions on aword SOM 
an be 
onsidered impli
it 
ategories that have emerged during thelearning pro
ess (Honkela et al., 1995).Honkela et al. (1995) have applied the SOM to analyzing 
ontextual rela-tions of words in Grimm tales. Miikkulainen (1990, 1993, 1997) has extensivelyresear
hed the use of SOM in 
reating a model of story 
omprehension and inperforming 
on
eptual analysis of words. Miikkulainen (1997) has also pre-sented a model of aphasia (the loss of ability to use and understand languagedue to brain injury or disease) based on the SOM. One advantage of the word
ategorizations emerging from a SOM is that they 
an be 
onsidered �soft�;words on a SOM are not 
ategorized stri
tly as being just something or theother, but rather words are viewed as resembling ea
h other to a 
ertain de-gree, whi
h 
an be either more or less.Word 
ategory SOMs have also been applied to the Finnish language byLagus et al. (2002). They organize the 600 most frequent Finnish verbs in anewspaper text 
orpus of 13.6 million word forms using their 
ontexts in thetext. In their experiments, verb 
ategorizations by word SOMs with di�erentkinds of features are 
ompared to an existing semanti
 
lassi�
ation of Finnishverbs. The fa
t that makes this work parti
ularly important from the point ofview of this Thesis is that in one of their experiments, they use morphosyn-ta
ti
 features, obtained by a supervised parser for Finnish, as the features ofa word SOM. In this Thesis a similar experiment is 
ondu
ted, but this timewith Morfessor-extra
ted unsupervised morphologi
al information as features.Another di�eren
e is that here the word forms being 
ategorized are not limitedto just verbs, and the data set is also of a di�erent type.SOMs have also been applied the problem of word sense disambiguation(WSD). For example, Pulkki (1995) has presented a method for modeling am-biguity with SOMs. S
holtes (1992) as well as Gallant (1991) have also usedneural network -based approa
hes to resolving ambiguity, and Mayberry andMiikkulainen (1994) present a model for lexi
al disambiguation in whi
h a re-
urrent network parser 
ombines one word at a time the frequen
y 
al
ulationsof the 
ontexts of ambiguous words, produ
ing as output the most likely inter-pretation of the 
urrent senten
e.Another appli
ation area of SOMs in natural language pro
essing has beenthe exploration and data mining of text do
uments. In the WEBSOM method(Honkela et al., 1997; Kohonen et al., 2000; Lagus et al., 2004), do
umentsare arranged onto a two-dimensional grid based on their levels of similarities.WEBSOM 
an thus organize mis
ellaneous text do
uments into meaningful26
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olle
tions of text for exploration and sear
h. On
e one interesting do
ument isfound, other related do
uments, mapped 
lose to the �rst one on the do
umentmap, are found as well. The WEBSOM do
ument exploration tool has beenapplied to for example organizing a massive do
ument 
olle
tion of 7 millionpatent abstra
ts in Finnish (Kohonen et al., 2000).Word SOMsIn this Thesis, the fo
us is on word 
ategory SOMs. Consequently, a subse
tionis devoted to introdu
ing them in a more detailed manner. The general ideaof word SOMs is to have impli
it word 
ategorizations emerge from the inputdata. The word SOMs are trained on sample word forms from the text 
orpus,and these same word forms are usually proje
ted on the resulting word SOMs.The 
hoi
e of the set of training words is usually based on word form fre-quen
ies; for example, the 200 or 400 most frequent word forms in the data setmight be 
hosen for training the SOM. This is due to the fa
t that with moreinfrequent word forms, there might not be enough o

urren
es of the word toyield reliable 
al
ulations based on its di�erent 
ontexts in the 
orpus.When the set of training words has been 
hosen, the next step is to de
ideon the means of representing the words. In the approa
h adopted in thisThesis, the representation of a word is based on its 
ontextual information inthe text. More pre
isely, the representation or the feature ve
tor of the wordform 
onsists of information on the o

urren
es of so-
alled feature elementsin its 
ontext. In traditional word SOMs, the feature elements used have beenwhole 
ontext words. These feature words, too, are usually 
hosen a

ordingto the list of the most frequent word forms in the data. Infrequent word formswould probably make bad features due to their small number of o

urren
es inthe 
orpus; the values for su
h features would be unreliable.Next, the length of the word 
ontext, 
alled 
ontext window, should besettled. The length of the 
ontext window determines the number of 
ontextwords whi
h will be taken into 
onsideration when 
ounting the o

urren
esof feature words in the 
ontext, and 
al
ulating the feature ve
tors based onthese o

urren
es. Typi
ally, the 
ontext window 
onsists of 1�3 words beforeand after the word form under examination, but it 
an also be mu
h larger,en
ompassing even hundreds of words.With the sets of training words and representative features ready and the
ontext window de
ided, the feature ve
tors for ea
h training word may be
al
ulated. An illustration of the pro
ess of 
al
ulating a feature ve
tor 
an befound in �gure 3.3. As 
an be seen from the �gure, for ea
h o

urren
e of aparti
ular training word (in this 
ase, the word form �lapset�), the word formand its left and right 
ontexts are extra
ted from the data, and the 
ontext is27



CHAPTER 3. METHODSsear
hed for feature words. The binary representation of this word o

urren
ewill 
ontain a �1� for ea
h feature word that was found its 
ontext, and a �0� forall the other feature words. When all the o

urren
es of the training word in the
orpus have been pro
essed in this manner, a feature ve
tor for the word formunder examination is 
al
ulated as the average over the binary representationsof all its individual o

urren
es. The 
al
ulation of a feature ve
tor xj for thejth training word 
an be summarized as the formula
xj =

∑Nj

i xi
j

Nj

, (3.7)where xi
j is the binary representation of the ith individual word o

urren
e and

Nj denotes the number of times the word o

urred in the data. The resultingfeature ve
tor is the �nal representation of the training word.The length of the feature ve
tor representing ea
h training word dependson the length of the 
ontext window. For example, with a 
ontext window ofa length of one word into both dire
tions, and with a feature set of 100 wordforms, the length of the feature ve
tor for a training word would be 200 (ea
hof the 100 feature words both in the left and the right 
ontext position of theword). Simpli�ed examples of binary representations and a feature ve
tor forthe word form �lapset� 
an be found in �gure 3.3. Sin
e the 
ontext length inthis example is 1 and there are only 6 feature words, the binary representationsof individual o

urren
es of �lapset� as well as the �nal feature ve
tor for theword form have a length of 12 
omponents.When the feature ve
tors for ea
h training word have been 
al
ulated, thetraining of the SOM may begin. The training pro
eeds as des
ribed in Se
tion3.2.1, and when the word map is ready, it 
an be visualized with a U-matrixand 
omponent plane images. In order to be able to analyze the distributionof the training words on the map, the training words are usually also proje
tedon the U-matrix representation to the nodes they were mapped to during thetraining. This is 
alled labeling the map with words.Traditional word 
ategory SOMs with whole 
ontext words as features, asdes
ribed above, are used as a basis for 
omparison in this Thesis. However,the main innovation of this work are word SOMs whi
h utilize as featuresmorphologi
al information obtained by an unsupervised morphology indu
tionmethod. The 
onstru
tion of su
h morph-featured word SOMs will be des
ribedin more detail in the following Se
tion.3.2.3 Constru
ting word SOMs with morph featuresIn the 
ase of word SOMs with morphs as features instead of whole 
ontextwords, the main task still remains the same. The aim still is to produ
e word28



CHAPTER 3. METHODS Left 
ontext Right 
ontext
silloin kohta mutta lähtivät lähtivätkin menivät silloin kohta mutta lähtivät lähtivätkin menivätsillon lapset ottivat 0 0 0 0 0 0 0 0 0 0 0 0kohta lapset näkivät 0 1 0 0 0 0 0 0 0 0 0 0sitte lapset meni 0 0 0 0 0 0 0 0 0 0 0 0pian lapset lähtivät 0 0 0 0 0 0 0 0 0 1 0 0mutta lapset lähtivätkin 0 0 1 0 0 0 0 0 0 0 1 0lapset 0 0.2 0.2 0 0 0 0 0 0 0.2 0.2 0Figure 3.3: An illustration of the pro
ess of 
al
ulating a feature ve
tor when featuresare whole 
ontext words. The training word whose o

urren
es are under examinationis �lapset� ('
hildren' in English). Noti
e that the 
ontext word �sillon� and thefeature word �silloin� do not mat
h, produ
ing a 0 in the binary representation ofthis o

urren
e of the word �lapset�. This is also the 
ase for the 
ontext word �meni�and the feature word �menivät�. These 
ontext words are an instan
e of a somewhatslangy use of language, whi
h is quite abundant in the 
hildren's stories 
orpus. Theve
tor at the bottom of the �gure represents the �nal feature ve
tor for the word form�lapset�, 
al
ulated as an average over the binary representations of the individualo

urren
es of the word form in this tiny exemplary data set.SOMs, i.e. SOMs that organize word forms based on their 
ontextual informa-tion in a text 
orpus. The set of training words, i.e. the words that are to beorganized and the 
ontexts of whi
h will be analyzed, is 
hosen based on theword form frequen
y list just like in the previous Se
tion. In the word SOMexperiments performed in this Thesis, the set of training words usually 
onsistsof the 200 most frequent word forms in the 
hildren's stories 
orpus.The set of features for representing the training words is what makes themorph-featured word SOMs di�erent from traditional ones. In the word SOMsdes
ribed in the previous Se
tion, the words o

urring in the 
ontext of atraining word were mat
hed against feature words as su
h, but now the 
ontextwords have been morphologi
ally analyzed by the Morfessor tool and segmentedinto morphs, labeled as roots, su�xes or pre�xes. The set of features also 
on-sists of these morphs, again typi
ally 
hosen from the top of a morph frequen
ylist, 
al
ulated from the morphologi
ally segmented text data. The subproblem29



CHAPTER 3. METHODSof sele
ting optimal 
ombinations of di�erent types of morphs (roots, su�xesand pre�xes) into the feature set will be addressed further in Chapter 5 of thisThesis.With morphologi
ally segmented 
ontext words and a set of morphs asfeatures, the feature morphs are now mat
hed against the segmented parts ofwords appearing in the 
ontext of an o

urren
e of the training word. As before,the length of the 
ontext window may vary. An illustration of the pro
ess of
al
ulating a feature ve
tor for the word form �lapset� in the 
ase of morphfeatures 
an be found in �gure 3.44. Where feature morphs mat
h morphs foundin the 
ontext words, the 
omponent of the binary representation of the wordo

urren
e is marked with a �1�, and where feature morphs 
annot be found in
ontext words, it is marked with a �0�. Again, the �nal feature ve
tor for thetraining word is 
al
ulated as an average over these binary representations ofthe individual o

urren
es of the word in the 
orpus.As 
an be seen from the example in �gure 3.4, using morph features seemsto have many advantages over traditional word SOMs with whole words asfeatures. With 
ontext words segmented into morphs, the feature ve
tors seemto be mu
h less sensitive to the variation in word forms due to for example wordin�e
tion or slangy use of language. In the use of language of young Finnish-speaking 
hildren, for example, plural subje
ts are often followed by a verb in asingular form, even though the number of the verb should of 
ourse agree withthat of its subje
t, at least a

ording to the established Finnish grammar.Also, being a highly in�e
tional and a�xing language, Finnish word formsoften in
lude plenty of in�e
tional or derivational su�xes. If words like thisare used as features for a word SOM as su
h, many word forms that are very
lose to the ones in
luded in the feature set, but still di�erent on some parts,will pass unnoti
ed as being a
tually just slightly di�erently in�e
ted forms ofa feature word. Using morphs as features, however, seems to be something of a
ure for these kinds of ailments of the 
ontextual feature -based representationof training words.After 
al
ulating the feature ve
tors for ea
h training word, the training ofthe word SOM pro
eeds just as des
ribed earlier. Again, the resulting SOMmay be visualized with a U-matrix labelled with the training words and some
omponent plane images showing the 
ontribution of individual morph featuresto the SOM.4The morphologi
al segmentation of the 
ontext and feature words in this example wastaken from a real morphologi
al analysis of the 
hildren's stories 
orpus, performed with aMorfessor variant 
alled Categories-ML. 30
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Left 
ontext Right 
ontext

sillo/STM lähti/STM meni/STM vat/SUF vät/SUF sillo/STM lähti/STM meni/STM vat/SUF vät/SUFsillo/STM + n/SUF lapset otti/STM + vat/SUF 1 0 0 0 0 0 0 0 1 0kohta/STM lapset näki/STM + vät/SUF 0 0 0 0 0 0 0 0 0 1sitte/STM lapset meni/STM 0 0 0 0 0 0 0 1 0 0pian/STM lapset lähti/STM + vät/SUF 0 0 0 0 0 0 1 0 0 1mut/STM + ta/SUF lapset lähti/STM + vät/SUF + kin/SUF 0 0 0 0 0 0 1 0 0 1lapset 0.2 0 0 0 0 0 0.4 0.2 0.2 0.6Figure 3.4: An illustration of the pro
ess of 
al
ulating a feature ve
tor when features are morphs and 
ontext words have beenmorphologi
ally segmented. The training word whose o

urren
es are under examination is again �lapset�. Noti
e that, for example, theroot of the morphologi
ally segmented 
ontext word �sillo/STM + n/SUF� and the feature morph �sillo/STM� now mat
h. Also, themorphs in the 
ontext word �lähti/STM + vät/SUF� now mat
h both the feature morph �lähti/STM� and the feature morph �vät/SUF�.The ve
tor at the bottom of the �gure represents the �nal feature ve
tor for the word form �lapset�, 
al
ulated as an average over thebinary representations of the individual o

urren
es of the word form in this tiny exemplary data set.
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Chapter 4Data setIn this Chapter, the 
hildren's stories data set is des
ribed in more detail. Also,the division of the data into age 
ategories is explained, and the prepro
essingand morphologi
al analysis pro
edures ne
essary for utilizing the 
orpus areintrodu
ed. Finally, a simple XML-like format for writing down new storiesis suggested, in order to make easier the automati
 pro
essing of future storydata.4.1 Des
ription of dataThe 
hildren's stories 
orpus somewhat resembles another 
orpus with datafrom 
hildren, the CHILDES database (Ma
Whinney and Snow, 1985) of audiodata and trans
ripts of 
onversations with young 
hildren. The 
orpus usedin this Thesis, however, is in Finnish, and it 
onsists of only textual data(although its texts were trans
ribed from stories that were originally told orallyby 
hildren). Also, the 
hildren's stories 
orpus was 
olle
ted using a spe
ialmethod 
alled Story
rafting (see Chapter 2 for a des
ription of the method),a te
hnique of Finnish invention whi
h seeks to promote equality in dialogsbetween 
hildren and adults.The 
orpus 
onsists of 2842 stories told by 
hildren aged from 1 to 14.There are stories from both boys and girls, and both from individual 
hildrenand groups of 
hildren. The group stories may have been 
olle
ted from smallgroups of for example two or three 
hildren, or they may also have been groupstories by a day
are 
enter group or even by an entire s
hool 
lass. Further,the groups may have been 
omposed of only boys or girls, or they may havebeen mixed groups with both boys and girls.A 
ouple of example stories (in Finnish) 
an be found in �gures 4.1 and 4.2,the �rst one a story by an individual 
hild and the other one a group story.As even these randomly 
hosen examples would suggest, the group stories are32



CHAPTER 4. DATA SETFi_fi_y_19970120_1_285_2_av_11_10_s_0411_NAMENAME 4v 11kk[ei pvämäärää℄ klo 13.0510. satu, satukirje nro 11Tila: ruokahuoneKirjannut: NAME, pk Kanerva, KotkaMukana piirustusTyttö meni metsäänOlipa kerran tyttö ja hän meni metsään. Ja sitten hän näki ketun. Ja sittentyttö sanoi: "Mikä sinun nimesi on?" Ja kettu sanoi: "Kettu." Ja sittentyttö meni keräämään sieniä koriin ketun kanssa. Sitten tyttö meni kotiinketun kanssa. Sitten tyttö muisti, että äiti on allerginen ketuille. Sittentyttö meni keräämään metsästä kukkia. Sitten hän teki majan metsään ja hakikotoonta eväät. Sitten he sytyttivät nuotion. Loppu.Figure 4.1: A random example of a story told by an individual 
hild (girl, age 4 years11 months). All names have been removed from the original �le and substituted withthe text �NAME�.often mu
h longer than the stories told by just one 
hild. These two examplesalso show a glimpse of the variety of metadata that the story �les may 
ontain.The problem of metadata will be addressed further in Se
tion 4.3.A majority of 93%1 of all the stories in the data set are in Finnish, but thereare also some 7% in Swedish. For the experiments in this Thesis, only the 2642stories that were in Finnish were 
hosen, the number of stories in Swedish beingso small that reliable experiment results 
ould not be guaranteed for them. Ofall the stories, 51% were from individual girls, 38% from individual boys, 5%from mixed groups and 3% from girl and 3% from boy groups. The storieswere 
olle
ted between years 1994 and 2001, and 89% of the stories were toldby only one 
hild. 9% were told by small groups of 2-5 
hildren, and 2% werefrom large groups of 6-20 
hildren.In total, the 
hosen 2642 Finnish stories form a text 
orpus of 198 036word forms. This word 
ount was obtained after the prepro
essing of the dataset, explained in Se
tion 4.3. Due to the problem that many of the story �les
ontain unstru
tured metadata, it is impossible to get a reliable word 
ount ofthe data before prepro
essing it.1All per
entages in this paragraph were taken from a handout on statisti
s on the 
hil-dren's stories 
orpus, handed out by Monika Riihelä in a Children are Telling group meetingin 2004. 33



CHAPTER 4. DATA SET
fi_fi_xy_19960912_4_257_1_HP_15_0_0605_0604_0605_0601_NAME_NAME_NAME_NAME9609xxr.hp12.9.1996NAME 6 v 5 kk, 3.satuNAME 6 v 4 kk, 1 satuNAME 6 v 5 kk, 7. satuNAME 6 v, 1. satuRyhmässäKöpaksen päiväkoti/MasalaKirjasi: NAMEKuva: KylläSatuketju nro 15Lintu vauvansa kanssaOlipa kerran lintu, jolla oli vauva. Sitte se meni etsimän ruokaa.Sitten tuli haukka, joka yritti napata vauvaa. Ja sitten haukka pysähtyija laskeutui puuhun. Ja sitten se alkoi syöksyä nopeeta, sitten se kun sesyöksyi nopeeta vauhtia se laskeutui emon päälle. Ja sitten tuli toinenhaukka, joka olikin vähän rohkeampi. Ja sitte se rohkea haukka pystyiottamaan emon ja toinen otti vauvan. Ja sitten se vauva rääkyi. Ja ne olivierekkäin ne haukat, se yksi oli aika viisas. Ne yritti panna siivetyhteen. Se rohkeampi haukka otti emolinnun niskasta ja sitten se aikoilaskeutua omalle maalle ja sitten se meni pesälle ja sitten se aikoi taasmennä saalistamaan ja sitten se näki kuolleen jäniksen ja otti sen. Sittense kun se alko syödä sitä jänistä molemmat haukat kuoli. Ja sitten kaikkimitkä siellä oli ne toiset linnut pääsi vapaaksi ja vauva osasi jo lentää.Ja sitten emo kuljettti sen pesälle saakka ja emo meni hakemaan lisää ruokaa.Ja sitten se oli niin viisas, että se saalisti matoja ja eläimiä. Ja sittense aikoi vielä neljä matoa saada. Se sai yhden, sitten se sai vielä toisenja toisen ja vielä yksi eläin ja sitten mato ja kaikki muut madot jäiloukkuun. Sen pituinen se.Figure 4.2: A random example of a story told by a group of 
hildren (boy, age 6 years5 months; boy, age 5 years 4 months; girl, age 6 years 5 months and boy, age 6 years1 month). All names have been removed from the original �le and substituted withthe text �NAME�.
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CHAPTER 4. DATA SETFinally, it should be noted 
on
erning the nature of the 
orpus that itis a produ
t of young 
hildren's use of language, and as one would expe
t,it 
ontains many instan
es of spoken language or word forms that 
ould be
onsidered non-standard or slangy. This 
hallenging, non-orthographi
al natureof the 
hildren's stories data set is one of the reasons why statisti
al methods,like the ones used in this Thesis, should prove espe
ially useful in analyzingit. Indeed, using traditional rule-based methods in analyzing this 
orpus wouldprobably have lead to many problems.4.2 Division into 
ategoriesThe data set originally 
ame on a CD with 2842 un
ategorized story �les (2642in Finnish, 198 in Swedish, 1 in English, 1 in Russian). The question soonarose about whether the story �les 
ould be divided into 
ategories a

ordingto some 
riterion, so that word SOMs on di�erent subsets of the data set 
ouldbe 
ompared to ea
h other. Su
h 
riteria for dividing this story data set 
ouldbe, for example, the age of the 
hildren who told the stories, the gender of the
hildren, or the fa
t whether the story was told by an individual 
hild or by agroup of 
hildren.Interesting as it would be to 
ompare the resulting word SOMs of stories toldby boys and girls or stories by individual 
hildren and larger groups of 
hildren,it was de
ided at this point to divide the stories using the age 
riterion. Thedata set was thus divided into three 
ategories: stories by 
hildren aged from1 to 4 years, stories by 
hildren aged from 5 to 6 years and stories by 
hildrenthat were older than 6 years. The age 
ategories were determined partly basedon the author's 
on
ept of what would be good and natural points for dividing
hildren into age groups, and partly a

ording to the fa
t that this parti
ulardivision seemed to yield the best balan
e between the sizes of the di�erentsubsets.A s
ript was 
reated for automati
ally dividing the 2642 Finnish story �lesinto the three age 
ategories. In the resulting division, the 
ategory of 
hildrenaged from 1 to 4 years has 760 stories, the 
ategory of 
hildren aged from 5to 6 years has 1434 stories and the last 
ategory of 
hildren aged over 6 years
onsists of 443 story �les (see table 4.1). There was a number of �les that 
ouldnot be 
lassi�ed into any 
ategory. This is due to the fa
t that some groupstory �les la
ked information on the age of the 
hildren (probably be
ause therewere too many of them, for example an entire s
hool 
lass), and some story�les just failed to 
onform in any way to the prede�ned en
oding format. Intotal, there were 69 of su
h un
lassi�ed story �les.35



CHAPTER 4. DATA SETAge 
ategory Stories Word 
ount Average story length1 to 4 year-olds 770 42 449 55.15 to 6 year-olds 1433 119 289 83.2Over 6 year-olds 442 46 453 105.1Table 4.1: The number of stories and words and the average story length in ea
h ofthe three age 
ategories. The length of the stories seems to 
orrelate with the age ofthe 
hildren, whi
h 
ompensates for the small number of stories in the 
ategory ofthe oldest 
hildren.The division of group stories into age 
ategories was espe
ially problemati
,sin
e a group may 
onsist of 
hildren of di�erent ages. For example, shoulda group story told by four 
hildren, aged 6, 5, 3 and 4 years respe
tively, be
lassi�ed into the 
ategory of 1 to 4 year-olds or rather to the 
ategory of 5to 6 year-olds? In this work, a 
hoi
e was made to 
lassify group stories intoall of the 
ategories they mat
hed, so that the previous hypotheti
al examplestory would end up both in the 
ategory of 1 to 4 year-olds and in the 
ategoryof 5 to 6 year-olds. This de
ision was based on the fa
t that at this point, itis no longer possible to distinguish the 
ontributions of ea
h individual 
hildto the story, but that these kinds of group stories are rather something thatemerged from the dialog and 
ollaboration of the entire group. Other strategiesfor 
ategorizing the group stories would have in
luded for example 
lassifyinga

ording to the age of the oldest 
hild, or a

ording to the age 
ategory that amajority of the 
hildren in the group fell into, or perhaps ignoring 
ompletelythose group stories that were told by 
hildren from di�erent age 
ategories.As a 
onsequen
e of this approa
h adopted to 
ategorizing group stories by
hildren from di�erent age 
ategories, a total of 64 group stories were 
lassi�edinto two distin
t age 
ategories, and 4 stories even ended up in ea
h of the three
ategories. Noti
e that be
ause of this, and be
ause of the 69 story �les that
ould not be 
ategorized at all, the total 
ategory word 
ount summed over thethree age 
ategories (208 191 words) di�ers from the number of word forms inthe total 
orpus of 2642 stories in Finnish, whi
h is 198 036.As 
an be seen from these numbers, the amount of stories in ea
h subsetis still not very balan
ed. This is due to the fa
t that more than half of allthe stories in the data set were 
olle
ted from 
hildren that were 5 or 6 yearsold. The explanation for this bias is that these ages are typi
al for 
hildrenin Finnish day
are 
enters, whi
h is indeed where most of the stories were
olle
ted.The number of stories from the youngest and the oldest 
hildren being
onsiderably smaller, it is of 
ourse justi�ed to ask whether these 
ategoriesreally 
ontain enough data for obtaining reliable results in the experiments.36



CHAPTER 4. DATA SETEspe
ially, the 
ategory of 
hildren aged over 6 years seems to have very fewstories, only 443. But even if the stories in this 
ategory are somewhat s
ar
e,it should be noted that the stories by older 
hildren are typi
ally mu
h longerthan those of the 
hildren in the other age 
ategories. Thus, the length of thestories told by 
hildren aged over 6 years 
ompensates for the fa
t that thereare not so many of them. In fa
t, when the amount of data in this age 
ategoryis 
ounted in words instead of stories, it a
tually surpasses the word 
ount ofthe 
ategory of the youngest 
hildren, aged from 1 to 4.4.3 Prepro
essingThe data was re
eived in rtf format, ea
h story in its own rtf �le. Conse-quently, the �rst step in prepro
essing the data was 
onverting the �les intoplain text �les that are mu
h easier to pro
ess automati
ally2.Next, the a
tual prepro
essing s
ripts were 
reated in Perl programminglanguage. The basi
 s
ript for pro
essing dire
tories of story �les takes asinput a dire
tory of plain text �les, applying two other s
ripts on the input�les. The �rst one of these s
ripts attempts to remove any metadata from thestory �les, and the se
ond s
ript is the a
tual prepro
essing tool. These twophases will be des
ribed in more detail in the following two Se
tions.4.3.1 Removing metadataThe task of the �rst s
ript is to strip the story �les of any headers or metadatathey might 
ontain. Originally, the metadata of ea
h story �le was meant to been
oded only in the name of the �le (and in the �rst line of the �le, where the�le name is repeated), and this is indeed the 
ase in many story �les. However,there were almost equally many �les in the data set that also 
ontained someadditional metadata inside the a
tual �le. Su
h internal metadata 
ould in
ludefor example the name and age of the 
hild who told the story, the name of theperson who wrote it down, the name of the day
are 
enter the story was told at,the time, spa
e or situation the story was told in, and so on. Sin
e the storieshave been 
olle
ted from so many di�erent people, there seems to have been nostandard way for in
luding this possible additional metadata in the �les andfor presenting the story itself. Consequently, be
ause of this unstru
turednessof the �les, automati
al separation of the a
tual story texts from the metadataturned out to be far from a trivial task.For this purpose, a rather straightforward snippet of a s
ript had to be
reated, 
apable of de
iding whi
h parts of the �les are probably just metadata2Many thanks to Petteri Räisänen for helping with the 
onversion of the �les.37



CHAPTER 4. DATA SETand whi
h parts make up the a
tual story. The idea of this story-digging s
riptis that it tries to �nd from the �le a 
ontinuous sequen
e of text, using thefollowing 
riteria:1. The sequen
e of text must be 
ontinuous. It is either just one 
hunk oftext with no line breaks at all, or it 
onsists of two or more 
hunks oftext that are separated by at most two line breaks.2. The sequen
e of text must be long enough, i.e. its length should ex-
eed a 
ertain length treshold. Short sequen
es of text are probably justmetadata.3. The sequen
e of text must not 
ontain any of the �illegal words� spe
i�edin a spe
ial list. This list in
ludes for example some expressions of age,di�erent forms of the word �kirjata� or �kirjaaja� (Finnish for 'write down'or 'person who writes down'), or other su
h words that 
learly seem toindi
ate that the text in question is metadata rather than story text.It should be noted that the story-digging s
ript is by no means perfe
t.Quite obviously, it does make mistakes, sometimes de
iding that some of thestory text looks like metadata and thus leaving it out, or, worse still, sometimes
lassifying metadata as story text. However, developing a really good s
riptfor this task would have taken a 
onsiderable amount of time, and sin
e thistask wasn't really one of the 
entral aims of this Thesis, it was de
ided at somepoint to freeze the development pro
ess and just leave the s
ript as it was then.For this reason, the performan
e of the s
ript 
an be said to be just a

eptableenough that it should not make too many 
lassi�
ation errors, and at least itshould not have very mu
h e�e
t on the out
ome of the a
tual experimentsperformed in this Thesis.4.3.2 Prepro
essing storiesAfter story text has been separated from metadata, the a
tual prepro
essings
ript 
omes into pi
ture. It is a very basi
 prepro
essing tool that 
onvertsall words into lower 
ase, removes all 
hara
ters other than letters, numbersand pun
tuation marks, repla
es all numbers with the sequen
e �NUM� andpun
tuation marks with �PUNCT�, and 
onverts the normal input text into aone-word-per-line format.Finally, there is yet one prepro
essing step whi
h involves the sele
tion ofwords into the sets ot training words of the word SOMs 
onstru
ted in thisThesis. Originally, it was de
ided that the 200 most frequent word forms in thewhole 
hildren's stories 
orpus would be used as the training words. However,38



CHAPTER 4. DATA SETbased on the examination of some early experimental word SOMs, three wordforms, namely �olipa�, �kerran� and �pituinen�, were soon de
ided to be put ona so-
alled stopword list as far as the sele
tion of training words is 
on
erned.This was due to the fa
t that these three words seemed to have su
h distin
tivefeature representations, 
ompletely di�erent from any of the other words in thetraining word set, that they unne
essarily de
reased the representative 
apa
ityof the early resulting SOMs. Also, the three words weren't even of parti
ularlymu
h interest for the kind of word analysis performed in this Thesis, sin
e theyare spe
ial story words that o

ur very frequently in the traditional startingphrase (�Olipa kerran...�; 'On
e upon a time...') and ending phrase (�Sen pitui-nen se.�; 'And that's how the story ends.') of a story. Thus, they ended up ona stopword list whi
h prevents them from being sele
ted to any set of trainingwords of a word SOM. However, these words are still allowed to o

ur in thesets of feature words/morphs or as the 
ontext words of some other trainingwords.4.4 Morphologi
al analysisIn order to be able to use morphologi
al information of 
ontext words as fea-tures of a word SOM, a morphologi
al analysis of the 
hildren's stories 
orpushad to be obtained �rst. Thus, after freezing the development of the prepro-
essing s
ripts, three di�erent versions of Morfessor morphologi
al extra
tionmethod were applied to the prepro
essed data3. The versions used were theBaseline method, the Categories-ML variant and the Categories-MAP variant(see Chapter 3 for explanation on all three variants).The pre
ision and re
all of all three methods were 
al
ulated against theHutmegs (Creutz and Lindén, 2004), the Helsinki University of Te
hnology Mor-phologi
al Evaluation Gold Standard pa
kage4. The Hutmegs pa
kage 
ontainsgold-standard morphologi
al segmentations for 1.4 million Finnish words, per-formed by the two-level morphologi
al analyzer (Koskenniemi, 1983) for Finnish(FINTWOL). The results of the three Morfessor variants, 
al
ulated for thewords in the 
hildren's stories 
orpus that 
ould also be found in the Hutmegs,
an be seen in table 4.2.As the table indi
ates, the Morfessor variant that yielded the best resultson the 
hildren's stories 
orpus was the Categories-ML method. The perfor-man
e of the Categories-MAP model on the 
hildren's stories 
orpus was a
-3I thank Mathias Creutz for performing the a
tual morphologi
al analyses and for pro-viding the 
omparisons with the Hutmegs gold standard.4The Hutmegs 1.0 evaluation pa
kage for Finnish and English is available athttp://www.
is.hut.fi/proje
ts/morpho/39



CHAPTER 4. DATA SETMorfessor variant Pre
ision Re
allBaseline 61.5% 58.5%Categories-ML 72.4% 60.9%Categories-MAP 66.6% 55.2%Table 4.2: The performan
e of three Morfessor variants on the 
hildren's stories
orpus. Noti
e that the Categories-ML method surpasses the other two in bothpre
ision and re
all.tually worse than in previous experiments on Finnish data (Creutz and Lagus,2005a). Thus, even though the Categories-ML method is slightly older thanthe Categories-MAP variant and even though its language model isn't 
onsid-ered as elegant and intuitive as that of the latter, the Categories-ML methodwas 
hosen as the Morfessor variant for obtaining a morphologi
al analysis ofthis data. All the word SOMs in this Thesis that use morphologi
al infor-mation as features were hen
e 
onstru
ted using the morphs extra
ted by theCategories-ML variant of Morfessor.4.5 Suggested standardized format for storiesIn order to avoid further trouble in the automati
al separation of the a
tualstories and metadata in story �les, a simple XML-based format for re
ordingfuture stories in a more standardized and stru
tured way was suggested to theChildren are Telling group of resear
hers in one of the meetings.In addition to improving the ma
hine-readability of the stories, this formatwould also have the bene�t of moving metadata from the name of the �le tothe inside of it, where it is easier to handle. Of 
ourse, there is no need to
ompletely trash the idea of storing metadata in the name of the story �leeven if a standardized format like this was used; the two ways of representingmetadata 
ould perfe
tly well be used together.The suggested XML-based template for re
ording new stories 
an be foundin �gure 4.3.5 For demonstrative purposes, only an empty example XML tem-plate for writing down a story was 
reated. In a
tual use, however, a formaldo
ument type de�nition (DTD) would naturally be needed to a

ompany thetemplate.As 
an be seen, the template 
onsists of XML-
onforming pairs of beginningand 
losing tags. At the main level, there are three pairs of tags: the <meta>tags for the metadata of the story, the optional <otsikko> tags for a possibletitle of the story, and �nally the <satu> tags whi
h should 
ontain the story5At the moment, I only have a Finnish version of the template available.40



CHAPTER 4. DATA SET<!-- sadun metatiedot --><meta><!-- maan tunnus: fi = Suomi, se = Ruotsi --><maa> </maa><!-- kielen tunnus: fi = suomenkielinen, se = ruotsinkielinen --><kieli> </kieli><!-- x = poika, y = tyttö, xx = poikaryhmä, yy = tyttör., xy = sekar. --><sukupuoli> </sukupuoli><!-- kertojien lkm --><kertojia> </kertojia><!-- paikkakuntakoodi --><paikkakunta> </paikkakunta><!-- toimipaikkanumero --><toimipaikka> </toimipaikka><!-- formaatti: vvvvkkpp --><pvm> </pvm><!-- saduttajan nimikirj. TAI: f = kotona/vanhempi, i = lapsi itse --><saduttaja> </saduttaja><!-- ketjukirjeen numero (0 = ryhmä tai ei tietoa) --><ketjukirje> </ketjukirje><!-- monesko satu (0 = ryhmä tai ei tietoa) --><satunro> </satunro><!-- s = satu, a = jokin muu kuin satu (esim. teatteri, leikki) --><tyyppi> </tyyppi><!-- lapsia voi olla 1...* kpl, kullekin oma tietueensa --><lapsi><ika> </ika><etunimi> </etunimi></lapsi></meta><!-- sadun otsikko, ei pakollinen --><otsikko></otsikko><!-- itse satuteksti --><teksti></teksti>Figure 4.3: A suggested XML-based template for re
ording stories.41



CHAPTER 4. DATA SETtext itself. The <meta> tags 
an 
ontain many kinds of optional and obligatorymeta information, the most important one being perhaps the <lapsi> entry orentries whi
h in turn have the tags for re
ording the age and �rst name of the
hild or 
hildren who told the story. Also, sin
e so many of the people who
olle
ted the stories seemed to have a tenden
y of adding some non-requiredextra metadata into the story �les, it might be a good idea to in
lude anadditional �eld in the template that they 
ould utilize for su
h free-form extrainformation.The possibility of 
onverting the existing story �les into this XML-basedformat was also studied. As a result, a simple s
ript for performing most ofthe 
onversion work was 
reated. Utilizing the information pa
ked into thename of the story �le and the story-digging s
ript des
ribed in Se
tion 4.3.1,the s
ript tries to �nd and assign the 
orre
t information to ea
h pair of tagsin the template. As output, it 
reates a �lled-in XML template for the inputstory, with an additional pair of tags labeled <un
lassi�ed> whi
h 
ontain theinformation in the story �le that the s
ript was not able to extra
t and �ll into some other tags.As the performan
e of the story-digging s
ript is far from perfe
t, theamount of information dumped into the <un
lassi�ed> 
ategory 
an some-times be rather large. But even with its faults, this rough XML 
onversions
ript does perform quite ni
ely the most tedious part of the 
onversion work.For total 
onversion into the XML-based format, it is left for manual e�ort tojust go through the pre-
onverted �les and sweep up after the automati
al 
on-version s
ript, keeping espe
ially an eye on the 
ontent of the <un
lassi�ed>tags. This should save a 
onsiderable amount of time 
ompared to having toperform the whole task manually.
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Chapter 5Experiments on feature sele
tionIn this Chapter, the sele
tion of morph features for a word SOM is examined inmore detail. An evaluation measure is presented for enabling automati
al eval-uation and 
omparison of many word SOMs at a time, and several word SOMvariants are evaluated using the method. Studying the evaluation results, thetask of 
hoosing optimal sets of morph features for a word SOM is 
onsidered,and, �nally, some observations are made 
on
erning the possible phenomenaunderlying the evaluation performan
e of the di�erent word SOM variants.5.1 Word SOM parametersAs explained in Chapter 3, there are several parameters to be de
ided when
onstru
ting a word SOM, be it a traditional word SOM with whole 
ontextwords as features or one with morph features. The parameter values 
hosenfor the word SOMs used in the experiments of this Thesis are des
ribed in thefollowing.All word SOMs were trained using the SOM Toolbox pa
kage (Vesantoet al., 1999) for Matlab, using the bat
h version of the training algorithm.The neighborhood fun
tion used was Gaussian, and typi
al learning rate andneighborhood radius parameter values were used.The sets of training words of the word SOMs evaluated in this Chapter
onsist of the 200 most frequent word forms in the whole 
hildren's stories
orpus. All word maps presented in this work are of a size of 14 × 10 units,whi
h means that there were slightly more than one training word per ea
hSOM node. This gives the word SOM enough resolution for a 
omfortableanalysis of the map; with a smaller map size, too many word forms would havebeen mapped to single nodes, making the manual examination of the map moredi�
ult. 43



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTIONAs for the size of the 
ontext window, in this Thesis a window of a length ofone word into both dire
tions was adopted. In other words, only the word formso

urring immediately before and after the training word under 
onsiderationare examined for feature elements. The feature sets of the word SOMs varyfrom experiment to experiment, as the main purpose of this Chapter is toevaluate word SOMs with di�erent types of features and to �nd the optimalsets of features.5.2 Evaluation measureFor this Thesis, an evaluation measure for automati
ally evaluating the qualityof word SOMs was developed. Sin
e it wasn't obvious whi
h 
ombinationsof feature morph types would yield the best resulting word maps, su
h anevaluation measure was needed in order to save the labor of manually 
omparingseveral SOM variants and to get reliable information about the best morphfeature sets for 
onstru
ting morph-featured word SOMs.5.2.1 Manual baseline 
ategorization of word formsThe idea of the evaluation measure that was adopted is to use part-of-spee
hinformation of the 200 most frequent word forms in the whole 
hildren's storiesdata set. These same 200 most frequent words are also used in training theword SOMs based on the whole data set and proje
ted on the resulting maps.Part-of-spee
h information of the word forms was 
hosen as the basis of theevaluation measure be
ause part-of-spee
h 
lasses are the traditional way of
ategorizing words. Even if the word 
ategorizations emerging from the wordSOMs trained in this Thesis do not ne
essarily 
orrespond to any establishedlinguisti
 theory on word 
ategorization, it is nevertheless di�
ult to imaginethat there 
ould be su
h emergent word 
ategorizations that are good 
on-
eptual representations of the data but that have nothing to do at all withthe established theory. The traditional part-of-spee
h 
lassi�
ation of words isthus regarded here as a kind of a minimum requirement for the emergent wordSOM 
ategorizations: good emergent word 
ategorizations probably have atleast something in 
ommon with the established part-of-spee
h -based theoryof organizing words into 
lasses.The 200 most frequent word forms of the data set were thus manually ana-lyzed, and ea
h word form was given a list of all possible parts-of-spee
h thatit 
ould belong to, a

ording to a re
ently published new des
riptive Finnishgrammar 
alled �Iso suomen kielioppi� (Hakulinen et al., 2004). Noti
e thatthese part-of-spee
h lists of ea
h word form may also in
lude su
h parts-of-44



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTIONspee
h or senses that the word in question did not o

ur in in this parti
ulardata set, but that 
ould be valid parts-of-spee
h for the word form given someother data set. The part-of-spee
h lists were thus intended to be as 
ompre-hensive and exhausting as possible. An example ex
erpt from the list of themanually 
lassi�ed 200 most frequent word forms 
an be found in �gure 5.1.It should also be noted that the grammar that was used as a sour
e for �nd-ing the parts-of-spee
h is of a des
riptive nature rather than normative, and,following the des
riptive tradition, many words 
ould not be stri
tly 
lassi�edas belonging to just one or the other part-of-spee
h. Rather, the resulting
lassi�
ation was soft, meaning that a word 
ould belong to more than onepart-of-spee
h, and in some 
ases, one part-of-spee
h 
lassi�
ation in the list ofa given word 
ould 
ontain more than one distin
t part-of-spee
h. For example,the word �toinen� re
eived a list of four di�erent 
lassi�
ations, of whi
h the�rst one was �adje
tive/numeral� (meaning in English: ordinal number '(the)se
ond'). Finnish ordinal numbers are used in su
h an adje
tival way that it isdi�
ult to say whether they should be 
onsidered as belonging to a separate
lass of numerals at all or just a spe
ial 
ase of adje
tives. Thus, it is justi�edto give the word form �toinen� used in this ordinal number sense a 
lassi�
ationas something that is both an adje
tive and a numeral, or as something being inbetween these two parts-of-spee
h; hen
e the 
ompromising 
lassi�
ation �ad-je
tive/numeral�. Other part-of-spee
h 
lassi�
ations of the word form �toinen�in
luded meanings like �pronoun� (re
ipro
al pronoun '(ea
h) other') and �ad-je
tive/pronoun� (quantitative, inde�nite or 
omparative prounoun 'other').Finally, it is worth noti
ing that sin
e the data set 
onsists of stories toldby small 
hildren, the youngest of them being only one year old, many wordsand word forms in the data set 
ontain spoken language and aberrations fromthe 
ommonly a

epted Finnish orthography that adults would probably 
on-sider as �errors� or at least slangy use of language. A traditional normativegrammar would normally dismiss many of them as just non-orthographi
al orungrammati
al word forms. Lu
kily, the des
riptive Finnish grammar used asthe 
lassi�
ation sour
e for the words was 
onstru
ted using real text 
orpora,both in written and in spoken language, and thus it 
ontains many examples ofspoken or otherwise slangy language use as well. During the manual 
lassi�
a-tion of the 200 most frequent word forms, in the 
ases where even the des
riptivegrammar failed to present the needed examples of su
h non-orthographi
al lan-guage, word forms were 
lassi�ed like they were their normal orthographi
alversions instead (but labeled as being �slang�, like all non-orthographi
al wordforms en
ountered in this set of 200 words).
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CHAPTER 5. EXPERIMENTS ON FEATURE SELECTION1098 lähti1. VERBI_ITR : dynaaminen, konkreettinen, siirtymis- tai asettumisverbi977 mutta1. PARTIKKELI : 5-2-A yksiosainen rinnastuskonjunktio916 siellä1. ADVERBI/PRONOMINI : 7-A/2-A-1 lokatiivinen demonstratiivinen proadverbi889 kotiin1. SUBSTANTIIVI : 1-A jaoton yleisnimi2. ADVERBI : 1-C paikan adverbi, muu sijainti782 näki1. VERBI_TR : dynaaminen, mentaalinen havaintoverbi741 äiti1. SUBSTANTIIVI : 1-A jaoton yleisnimi717 loppu1. SUBSTANTIIVI : 1-A jaoton yleisnimi2. VERBI_ITR (slangia) : dynaaminen, konkreettinen tilanmuutosverbi631 joka1. PRONOMINI : 6 relatiivipronomini2. PRONOMINI : 7-B-2 distributiivinen universaalinen kvanttoripronomini599 pois1. ADVERBI : 1-C paikan adverbi, muu sijainti582 sitä1. PRONOMINI : 2 demonstratiivipronomini2. PRONOMINI (slangia) : 1-B anaforis-deiktinen persoonapronomini537 menivät1. VERBI_ITR : dynaaminen, konkreettinen siirtymis- tai asettumisverbi531 kaikki1. PRONOMINI : 7-B-1 yleiskäyttöinen universaalinen kvanttoripronomini508 kissa1. SUBSTANTIIVI : 1-A jaoton yleisnimi486 sinne1. ADVERBI/PRONOMINI : 7-A/2-A-1 lokatiivinen demonstratiivinen proadverbi481 sieltä1. ADVERBI/PRONOMINI : 7-A/2-A-1 lokatiivinen demonstratiivinen proadverbi470 koira1. SUBSTANTIIVI : 1-A jaoton yleisnimi467 minä1. PRONOMINI : 1-A puheaktin persoonapronomini438 söi1. VERBI_TR : dynaaminen, konkreettinen nauttimisverbi415 pikku1. ADJEKTIIVI : 4 taipumaton adjektiiviFigure 5.1: An ex
erpt from the list of the manually 
lassi�ed 200 most frequentword forms in the whole 
hildren's stories 
orpus. The numbers on the left of theword forms are their frequen
ies in the 
orpus. Noti
e that a single word form 
anhave more than one part-of-spee
h 
lassi�
ations, and that some 
lassi�
ations are
ompromises between two separate parts-of-spee
h.46



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTION5.2.2 Evaluation algorithmWith the manual 
lassi�
ation of word forms done, the base for the evaluationmeasure was ready. Intuitively, the idea of the evaluation measure is to �ndout how well or tightly word forms are 
lustered on ea
h parti
ular word SOMa

ording to the part-of-spee
h 
lassi�
ations. Ideally, word forms 
lose to ea
hother on the map should have some parts-of-spee
h in 
ommon; for example,nouns would form a tight group with ea
h other, separated from all other groupsof word forms on the SOM, as would also verbs, adje
tives et
.The evaluation measure 
al
ulates for ea
h word form the per
entage ofthe words in the same or the immediately neighboring map nodes that hadone or more parts-of-spee
h in 
ommon with the word-form in question. After
omparing the part-of-spee
h lists of ea
h word form with the lists of wordforms in the neighboring map nodes, an average per
entage for the whole SOMis 
al
ulated over the results of ea
h individual word form. Also, in order torule out the possibility of 
han
e, the �nal results for ea
h type of word SOMare 
al
ulated over the individual results of 100 randomly initialized word mapsof that type.In more detail, the evaluation loop for one word SOM type pro
eeds asfollows:1. Train a word SOM that is to be evaluated.12. For ea
h word form of the SOM, �nd the best mat
hing unit (BMU), e.g.the map node the word was mapped to.3. Find the immediately neighboring nodes of this best mat
hing unit.4. Find the words that were mapped to either the same map node as theword form under examination or to one of the immediately neighboringmap nodes.5. Of these words, �nd the ones that have at least one part-of-spee
h 
lassi�-
ation in 
ommon with the word form under 
onsideration, and 
al
ulatetheir per
entage of all the word forms mapped to these nodes. If noneof the neighbor words have any part-of-spee
h 
lassi�
ations in 
ommonwith the word form, the per
entage is zero.6. Cal
ulate an evaluation result for this word SOM by taking the averageper
entage over the results of all individual word forms.1It should be noted that all word SOM variants in the evaluation loop are initialized usingthe same random seed, in order to eliminate the possibility of some maps getting a betterrandom initialization than others and thus faring better in the evaluation pro
ess.47



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTION7. Cal
ulate an evaluation result for this word SOM type by taking theaverage per
entage over the results of 100 randomly initialized word mapsof this type.It is possible that some of the word SOM variants that are being evaluatedwere not trained exa
tly on the same 200 most frequent word forms of the wholedata set that were manually 
lassi�ed and used as the basis of evaluation. Forexample, a word SOM may have been trained on only a portion of the wholedata set instead of all of the story data, e.g. on the portion of stories told by
hildren aged from 1 to 4, and thus the 200 most frequent word forms in thisportion of the data set may di�er from those in the whole data set. For thisreason, the evaluation algorithm 
he
ks the word lists, using for evaluation onlythose word forms in the training word list of the word SOM being examined that
an also be found on the original list of manually 
lassi�ed 200 most frequentword forms in the whole story 
orpus.Of 
ourse, if the training word list of the parti
ular word SOM being eval-uated should di�er greatly from the original list, the evaluation results willnaturally be a�e
ted and be
ome less reliable. To 
over more of the list of themost frequent word forms in the data and in its subsets, more words wouldhave to be manually 
lassi�ed. For the purposes of this Thesis, however, thisdid not seem ne
essary. Almost in all evaluation 
ases the training word listsof parti
ular word SOMs were identi
al or at least very 
lose to the original listof manually 
lassi�ed examples, so the results 
an be 
onsidered quite reliable.The evaluation measure was implemented as a Matlab program that runsthe evaluation algorithm on several di�erent types of word SOMs with morphsas features, and also on a 
ouple of traditional word SOMs whi
h use whole
ontext words as features. The experiments will be des
ribed in more detail inthe following Se
tion.5.3 Feature sele
tion experimentsThe evaluation algorithm was run on quite a few di�erent word SOM variantswhi
h were all 
onstru
ted on the whole 
hildren's stories data. These variantsin
luded:1. Two word SOMs using as features the �rst 200 or 100 morphs from thefrequen
y list of all morphs in the whole data set.2. Two word SOMs using as features the �rst 200 or 100 morphs from thefrequen
y list of root morphs (morphs that Morfessor labeled with �STM�)in the data set. 48



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTION3. Two word SOMs using as features the 200 or 100 most frequent rootmorphs plus the 20 or 10 most frequent su�x morphs (morphs that Mor-fessor labeled with �SUF�) in the data set.4. A word SOM using as features the 200 most frequent root morphs plus23 hand-pi
ked su�x morphs.5. Two traditional word SOMs using as features the 200 or 100 most frequentwhole 
ontext words in the data set.6. A word SOM using as features the 80 most frequent su�x morphs in thedata set.Noti
e that in all the word SOMs that utilize morph features, the morphs wereextra
ted by the Categories-ML variant of Morfessor, des
ribed in Chapter 3.Of most of the SOM variants, there were thus two versions in the evaluation:one with around 200 features and another with about 100. The feature set of the�rst SOM is 
omposed of the 200 most frequent morphs from the frequen
y listof all Morfessor-extra
ted morphs of the whole data set. In detail, this list of 200morphs 
onsists of 145 root morphs, 52 su�xes and 3 pre�xes. Two word SOMvariants had only root morphs for features, and the next three experiments arekind of 
ompromises between using just root morphs and root morphs togetherwith su�xes. After noti
ing that the evaluation results a
tually showed a slightde
lination when su�xes were introdu
e
d to the feature set, a variant with200 root morphs and 23 hand-pi
ked su�xes was also added to the evaluationpro
ess. Here, hand-pi
king simply means that from the su�xes frequen
y list,only a handful that looked like espe
ially good and natural Finnish su�xeswere 
hosen for features2. Finally, to 
ompare the evaluation results of wordSOMs with Morfessor-extra
ted morphs as features to traditional word SOMs,a 
ouple of word SOMs with whole 
ontext words as features were added tothe evaluation pro
ess.5.3.1 Experiment resultsThe evaluation results for these SOM variants 
an be found in table 5.1. Asexplained previously, the results are average per
entages over 100 randomnlyinitialized word SOMs of the type. In turn, the result per
entage of one in-dividual word map indi
ates the average portion of words in the immediate2Studying the e�e
t of pre�xes as features of word SOMs was not 
onsidered to be ofimportan
e, sin
e the number of the pre�xes that Morfessor extra
ted from the data wasvery small (only 19 pre�xes were found) and many of them were highly infrequent. This goesalong with the fa
t that Finnish morphology is extremely su�x-
entered of nature.49



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTIONWord SOM variant Eval. result S.d. of results200 most frequent morphs from ALL-list 60.41% 1.48%100 most frequent morphs from ALL-list 60.75% 1.55%200 most frequent morphs from STM-list 62.91% 1.63%100 most frequent morphs from STM-list 63.11% 1.56%200 most frequent STM-morphs +20 most frequent SUF-morphs 61.29% 1.60%100 most frequent STM-morphs +10 most frequent SUF-morphs 61.05% 1.40%200 most frequent STM-morphs +23 hand-pi
ked SUF-morphs 62.25% 1.44%200 most frequent whole 
ontext words 54.76% 1.63%100 most frequent whole 
ontext words 54.43% 1.57%80 most frequent morphs from SUF-list 43.75% 1.43%Baseline similarity 22.51% -Table 5.1: The results of the word map quality evaluation measure for di�erentword SOM variants, 
al
ulated as average per
entages over 100 randomly initializedword SOMs of the type. Noti
e that all word SOMs 
learly outperform the baselinesimilarity, and that all but one of the SOMs that had morph features fared betterthan traditional word SOMs with whole 
ontext words as features. �S.d.� denotesthe standard deviation of the evaluation result per
entages.neighborhood of a given word form that have at least one part-of-spee
h in
ommon with the word form in question. For 
omparison, the table also in-
ludes a so-
alled baseline similarity. This baseline similarity 
ounts for everytraining word the per
entage of other training words sharing at least one part-of-spee
h with it, and again the result is averaged over all the words in thetraining set. In pra
ti
e, this 
orresponds roughly to the idea of a SOM orga-nized in a 
ompletely random fashion.As 
an be seen from table 5.1, all word SOMs 
learly outperformed therather 
rude baseline similarity measure, whether they had morphs or whole
ontext words as features. This indi
ates that all the word SOMs that wereevaluated su

eeded in 
reating 
ategorizations whi
h surpass in quality anentirely random organization of the data.The best result was yielded by a word SOM with only root morphs asfeatures. When also su�xes were added to features, the evaluation resultsseemed to slightly de
line, but if the added su�xes were hand-pi
ked, the resultwas very 
lose to the best SOM variants that used only root morphs. If thefeature morphs were 
hosen from the list of all morphs, the evaluation results50



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTIONagain would deteriorate. However, the evaluation pro
ess 
learly shows that allbut one word SOMs that used morphs as features fared notably better in theevaluation than the traditional whole 
ontext words -based word SOMs.So why did the results de
line when also su�x morphs were in
luded in thefeature set, 
ompared to using just root morphs? And why did the word SOMwith su�x morphs alone as features fare as badly as it did? One answer maylie in the nature of the evaluation measure itself. As explained previously, theevaluation algorithm uses as 
riterion the similarity of part-of-spee
h 
lassesof words. If part-of-spee
h 
lasses are used as the basis of evaluation, andif the evaluation results get worse when su�x morphs are introdu
ed to theset of features, it may be that su�x morphs en
ode some entirely di�erent
hara
teristi
 of words than their part-of-spee
h 
lass, making this parti
ulartype of evaluation measure a poor 
hoi
e for evaluating word SOMs with plentyof su�xes as features. It would indeed seem natural that an evaluation measurebased on parts-of-spee
h would favour word SOMs with root morph featuresand penalize the use of su�xes, sin
e usually it is the 
ase that roots of words
arry the basi
 information on their part-of-spee
h 
lasses whereas pre�xesand su�xes are mostly involved in produ
ing di�erent in�e
ted forms of thewords. Of 
ourse, there are some a�xes that are also used in deriving new wordforms and they 
an also 
hange the part-of-spee
h of the original word, so thisdistin
tion of roots marking part-of-spee
h information and a�xes marking thein�e
tion of a word is 
learly an oversimpli�
ation of the situation.Another explanation may be that not all of the Morfessor-extra
ted su�xmorphs that were used are of su
h great quality, even if they were in thetop 20 on the su�xes' frequen
y list. For example, some of the top su�xeswere very short, 
omposed of only one letter. Even if one-letter su�xes areby no means rare in the Finnish language � and many of the high-frequen
yone-letter su�xes were indeed 
ompletely a

eptable Finnish su�xes � theseemingly high frequen
ies of these su�xes do not ne
essarily re�e
t their a
tualfrequen
ies in the data set. This is due to the fa
t that while the Morfessorsegmentation tool generally does a great job on Finnish morphology, it 
ansometimes get a bit 
arried away with oversegmentation, splitting also 
orre
tbut less frequent longer morphs into highly frequent one-letter morphs. Thisexplanation seems to be supported by the observation that hand-pi
king tothe feature set some longer morphs that were unlikely to have been involvedin o

urren
es of oversegmentation seemed to yield almost as good results asusing just root morphs as features.Interestingly, the evaluation results also seem to verify the hypothesis thatusing morphologi
al information of 
ontext words 
ould indeed result in im-provement of quality of word SOMs. Compared to the evaluation results of51



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTION54.76% and 54.43% of the traditional word SOMs based on whole 
ontext words,all morph-featured word SOMs (ex
ept for the su�x-features-only experiment)fared distin
tly better in the evaluation.It is espe
ially interesting to 
ompare the two traditional whole-
ontext-words-as-features word SOMs with those that had the 200 or 100 most fre-quent root morphs for features, sin
e word roots are intuitively mu
h more
losely related to whole words than are for example su�xes. Using word rootsas features instead of whole words does indeed seem to greatly improve thequality of a word SOM, at least a

ording to this part-of-spee
h -based eval-uation measure. This is obviously due to the fa
t that when word forms aremorphologi
ally segmented into roots and a�xes, many in�e
ted word formsthat were previously 
ounted separately now fall under the same word root,pre�xes and su�xes having been 
lipped o�. If, for example, the singular andplural forms of a noun are now redu
ed to the same root, they no longer a�e
tthe training of a SOM as two separate features but rather as just one (their
ommon root)3. This means that, the redundant singular and plural endingshaving been removed, the in�e
ted forms of this parti
ular noun now take upless spa
e in the feature set, resulting in the feature set being more �pa
ked�with information. This, in turn, leads to better 
lustering of word forms intopart-of-spee
h -based groups on the word SOM.Finally, when 
omparing word SOM pairs having feature sets of di�erentsizes but with the same types of features, there did not seem to be mu
hdi�eren
es in the evaluation results. In all four 
ases where there was a pair ofexperiments on a 
ertain feature type 
ombination (one with a set of around200 features and the other with around 100 features), the di�eren
e betweenthe evaluation results of the pair was not of great importan
e. Looking at thestandard deviations of the results of the SOM pairs, it 
an be seen that theseeming superiority of the one or the other feature set size is probably just a
oin
iden
e.5.4 Con
lusionsAn evaluation measure was developed for automati
ally evaluating word SOMsduring the task of �nding the best morph feature sets for 
onstru
ting wordSOMs with morph features. The method is based on 
omparing the part-of-3The su�x indi
ating the plural will of 
ourse also be re
ognized as a morph, and if su�xesare a

epted into the feature set then it would probably be frequent enough to be 
hosen forfeature, too. But instead of 
ounting separately singular and plural forms of high-frequen
ynouns in the feature set, we would now have just the roots of these frequent nouns and oneor two (due to morphologi
al variation in Finnish plural endings) features for plural su�xes.52



CHAPTER 5. EXPERIMENTS ON FEATURE SELECTIONspee
h information of the training words of a word SOM with the parts-of-spee
h of the words in the same or the immediately neighboring map nodes,and it uses a manually 
lassi�ed list of the 200 most frequent word forms inthe whole 
hildren's stories 
orpus as a basis.As the results of the evaluation experiments des
ribed in this Chapter indi-
ate, utilizing Morfessor-extra
ted morphologi
al information as features for aword SOM does indeed seem to improve the quality of the resulting word SOM.All morph-featured word SOMs fared 
learly better in the evaluation than thetraditional whole 
ontext word -based SOM.However, not all morph-featured word SOMs s
ored equally good results.Thus, when 
onstru
ting word SOMs with morphologi
al information as fea-tures, it is important to 
onsider the type of the morphs that are 
hosen tothe feature set, and to try to �nd a 
ombination of the di�erent morph types(roots, su�xes, pre�xes) that is optimal for the task at hand. It seems thatfor the word SOMs of this Thesis, trained on the 
hildren's stories 
orpus,
hoosing only root morphs to the feature set yielded the best evaluation re-sults. When also a�xes were in
luded in the set of features, the evaluationresults displayed a slight de
lination. This may be explained by the natureof the evaluation measure that was adopted, or perhaps by the quality of theMorfessor-extra
ted morphs that were used as features.

53



Chapter 6Data analysis using the SOMIn this Chapter, the 
hildren's stories 
orpus is analyzed from a few di�erentpoints of view by using word SOMs with morph features. First, a word SOMtrained on the whole 
orpus is examined for emergent word 
ategorizations.Some of the word 
ategories that emerged from the word SOM on the wholestory data are studied in more detail, together with 
omponent plane imagesof some features dominant for the 
ategories. Then, word SOMs are trainedon the stories of ea
h of the three age 
ategories, explained in Chapter 4, andthey are analyzed and 
ompared to the word SOM on the whole 
orpus. Theobje
tive of this 
omparison is to study the di�eren
es and similarities in theuse of language of the stories told by 
hildren from di�erent age 
ategories.6.1 Analysis of 
hildren's stories dataFor analyzing the whole 
hildren's stories 
orpus and its emergent word 
at-egorizations, a word SOM was trained with 220 Morfessor-extra
ted morphfeatures1. The feature set in
luded the 200 most frequent root morphs in thewhole data set (labeled �STM� by Morfessor), as well as the 20 most frequentsu�xes (labeled �SUF�). From among the di�erent feature set variants eval-uated in Chapter 5, this parti
ular 
ombination of root morphs and su�xeswas 
hosen for the �nal analysis be
ause it fared quite well in the evaluation,and also be
ause a word SOM analysis with also su�x morphs as features was
onsidered more interesting than one with just roots.As for the set of training words, the 200 most frequent word forms in thewhole 
orpus were 
hosen. The word SOM was thus trained on 200 words, ea
hrepresented as a feature ve
tor with 440 features (the 220 feature morphs in1As in the evaluation phase, the morphs were extra
ted with the Categories-ML variant ofMorfessor, whi
h yielded the best pre
ision and re
all on the 
hildren's stories 
orpus when
ompared to the Hutmegs Gold standard (see Se
tion 4.4).54



CHAPTER 6. DATA ANALYSIS USING THE SOMboth the left and the right 
ontext of the training words). As in the evalua-tion phase (see Chapter 5), the map was 
onstru
ted using the SOM Toolboxpa
kage (Vesanto et al., 1999) for Matlab.Figure 6.1 shows the U-matrix display of the resulting word SOM, withthe 200 training words proje
ted on it. A bla
k-and-white representation waspreferred over a more 
olourful one to make more visible the words that themap was labeled with. In the �gure, some 
lusters of words on the word maphave been highlighted by manually drawing 
ir
les with di�erent 
olours aroundthem. These six 
lusters will be examined in more detail in the remainder ofthis Se
tion.Close to the lower edge of the map, towards the left 
orner, there is a 
lusterof words highlighted with red. This group of words 
ontains ex
lusively nouns:�kettu� ('fox'), �äiti� ('mother'), �prinssi� ('prin
e'), �hevonen� ('horse'), �tyttö�('girl') and so on. More spe
i�
ally, the 
luster is 
omposed of nouns whi
hare all in the nominative 
ase and whi
h are probably typi
al 
hara
ters in thestories of the 
orpus. The hypothesis is that these story 
hara
ter nouns, oragent nouns, are probably used in the synta
ti
 role of subje
ts in the senten
esof the stories. The term �agent� is used here to refer to entities, usually animate,that are 
apable of initiating or performing an a
tion of some kind.To get a more detailed view on the linguisti
 
ontexts of these agent nouns,the 
omponent plane images of the most frequent feature morphs were manually
ompared to the U-matrix. A number of features emerged that seemed to beparti
ular to the word forms mapped to this area in the lower left 
orner ofthe SOM. The 
omponent plane images of some of su
h features 
an be foundin �gure 6.2. The 
olours used in the images s
ale from dark blue, denotingvalues that are 
lose to zero, to red, marking high values.For example, it seems that the nouns in the agent 
luster were often pre-
eded by words that 
ontained the Morfessor-extra
ted root morphs �iso/STM�or �yksi/STM�. �Iso� is a 
ommon Finnish adje
tive meaning 'big', and �yksi�is a numeral meaning 'one'. In the 
hildren's stories 
orpus, and in any useof language of Finnish 
hildren and youth, the word �yksi� is also often usedadje
tivally as a kind of an inde�nite arti
le (whi
h the Finnish language o�-
ially la
ks), with very similar semanti
s as the English inde�nite arti
le 'a' or'an'. Both of these feature morphs are thus typi
al adje
tival attributes of anoun. There were also many other noun attribute feature morphs found in theleft 
ontext of the words in the agent 
luster, for example �pien/STM� (�pieni�or 'small'), �pikku/STM� (also 'small') and �toin/STM� (�toinen� or 'other').When looking at the features that dominated the right 
ontext of the agentnouns, it be
omes obvious that these nouns really are used as subje
ts in thestories. The feature morphs found in the right 
ontext in
luded many verb55
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iso/STM−1 yksi/STM−1 lähti/STM+1

sano/STM+1 i/SUF+1

Figure 6.2: Component plane images of some feature morphs a
tive in the agent noun
luster. Features found in the left 
ontext of the word forms are marked with �-1�,and features in the right side 
ontext of the word forms have a �+1� atta
hed to thefeature name.roots, for example the �lähti/STM� ('he/she left') and �sano/STM� (�sanoi�,or 'he/she said') displayed in �gure 6.2, as well as some 
onjugational endingsMorfessor extra
ted from verbs, like the imperfe
t tense su�x �i/SUF�.In the upper left quarter of the map in �gure 6.1, there is a group of wordshighlighted with a green 
ir
le. These word forms are all verbs in the 3rdperson singular imperfe
t tense: �löysi� ('he/she found'), �otti� ('he/she took'),�juoksi� ('he/she ran'), �sanoi� ('he/she said'), et
. There also seems to be twosubgroups inside this 
luster: on the leftmost edge of the 
luster, the verbsseem to be transitive, i.e. they usually take a dire
t obje
t of some kind (forexample �tapasi� or 'he/she met'), whereas the rest of the verbs seem to bemore or less intransitive, i.e. verbs that do not normally take dire
t obje
ts(for example �kuoli� or 'he/she died').As with the agent nouns, this 
luster of imperfe
t tense verbs was alsostudied more 
losely by examining the 
omponent plane images of some featuresthat were a
tive in this area of the map. Some of su
h features 
an be found in�gure 6.3. In the left side 
ontext of these imperfe
t tense verbs, there seemedto be mainly nouns, for example the root �karhu/STM� ('bear') displayed inthe �gure, and also words that resemble and repla
e nouns, i.e. pronouns like57
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karhu/STM−1 se/STM−1

siihe/STM+1 en/SUF+1

Figure 6.3: Component plane images of some feature morphs a
tive in the imperfe
ttense verb 
luster. Features found in the left 
ontext of the word forms are markedwith �-1�, and features in the right side 
ontext of the word forms have a �+1� atta
hedto the feature name.the feature �se/STM� ('it', or a slangy way of expressing 'he/she'). Thesenouns and pronouns are obviously words that were used as the subje
ts ofthe verbs in this verb 
luster. Other features a
tive in the left 
ontext ofimperfe
t verbs in
luded for example the root morphs �äiti/STM� ('mother'),�kissa/STM� ('
at'), �koir/STM� (�koira� or 'dog'), �pupu/STM� ('bunny'),�tyttö/STM� ('girl'), �noita/STM� ('wit
h'), and so on.If the left 
ontext was mainly dominated by nouns, the right side 
ontext ofthe imperfe
t tense verbs seemed to have more variation in features. A 
oupleof these features a
tive in the right side 
ontext are presented in �gure 6.3:namely the root morph �siihe/STM� ('(to) it' or '(to) there') and the su�x�en/SUF�, a Morfessor-extra
ted morph marking the genitive 
ase. In fa
t,the features in the right side 
ontext of the verbs seem to be what 
aused theemergen
e of the two sub
lusters of transitive and intransitive verbs inside thelarger imperfe
t tense verb 
luster; for example, these two example features58



CHAPTER 6. DATA ANALYSIS USING THE SOMhave quite distin
t distributions as far as the imperfe
t tense verb 
luster is
on
erned. The feature �siihe/STM� seems to be a
tive in the area of theintransitive verbs, probably be
ause of expressions like �lensi siihe+n�, �kuolisiihe+n� or �sanoi siihe+n�, quite frequent in the 
hildren's stories. The su�xfeature �en/SUF�, on the other hand, seems to be espe
ially a
tive among thetransitive verbs, obviously marking the genitive 
ase in the dire
t obje
ts ofthese verbs; �tapasi pien+en�, �vei hevo+s+en�, �söi yhd+en�, et
.A third interesting 
luster of words, highlighted with the magenta 
olour,is lo
ated near the upper right 
orner of the map. These words all express somekind of quantity: �kaksi� ('two'), �kolme� ('three'), �vähän� ('little' or 'a little'),�paljon� ('a lot') and �NUM�, denoting any numerals marked with numbers('23') instead of letters ('twenty-three') in the 
hildren's stories 
orpus. Noti
ethat there are also two other quantity words, namely �yks� and �yksi� ('one'),lo
ated at the borders of the agent noun 
luster. The quantity words insidethe main 
luster seem to be 
hara
terized by left 
ontext features like linkingverbs 
onne
ting a subje
t with its predi
ate (for example the 
opula verbfeature �on/STM� or 'is', displayed in �gure 6.4), and right 
ontext features thatinvolve nouns in partitive 
ase, for example noun roots �karhu/STM� ('bear')(see �gure 6.4), �tyttö/STM� ('girl'), �hevo/STM� (�hevonen�, or 'horse') and�tonttu/STM� ('elf') as well as partitive-marking su�xes like �a/SUF� (see�gure 6.4), �ä/SUF� and �ta/SUF�.The two quantity words �yks� and �yksi� lo
ated outside the main quantityword 
luster, on the other hand, seem to have quite di�erent feature distribu-tions. Even if these two words do seem to display a
tivity for noun roots in theright side 
ontext like the other quantity words (see for example the feature�karhu/STM� in �gure 6.4), they la
k the presen
e of other features 
hara
ter-isti
 of the words inside the main quantity word 
luster. This is apparently dueto the fa
t that in the Finnish language, the synta
ti
 agreement between thenumeral �yksi� ('one') and the word it is asso
iated with is 
ompletely di�erentfrom the agreement of other numerals. Like in English, 'one bear' would be�yksi karhu�, but in the 
ase of 'two bear+s', the noun takes a singular par-titive 
ase instead of plural nominative, �kaksi karhu+a�. Also, when furtherin�e
tion is involved due to for example the fa
t that the phrase is used as anobje
t of some verb, e.g. �näin kaksi karhu+a� ('I saw two bears'), the distin
tbehaviour of the numeral �yksi� takes it even further away from the usual lin-guisti
 
ontext of other quantity words: �näin yhd+en karhu+n� ('I saw onebear'), with a genitive 
ase instead of partitive or nominative.Also, as was noted in the analysis of some of the features a
tive in the agentnoun 
luster, the use of the word �yksi� has evolved into something resemblinga Finnish inde�nite arti
le, at least in the more informal use of language. Used59
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on/STM−1 karhu/STM+1 a/SUF+1

on/STM+1 mitä/STM−1 nyt/STM−1

Figure 6.4: Component plane images of some feature morphs a
tive in the quantityword 
luster or in the this-
luster. Features found in the left 
ontext of the wordforms are marked with �-1�, and features in the right side 
ontext of the word formshave a �+1� atta
hed to the feature name.in this sense instead of its original numeral meaning of 'one', the word �yksi�is semanti
ally 
lose to the Finnish inde�nite existential quantitative pronoun�eräs�. This other meaning of `yksi�, quite 
ommon in spoken Finnish, naturally
ontributes to setting it apart from the other quantitative words found in the
hildren's stories 
orpus, explaining their di�erent lo
ations on the word map.Another interesting 
luster seems to have emerged right in the middle ofthe map. This 
luster, highlighted with yellow and 
learly separated fromall the word forms of the rest of the word map, 
ontains in�e
ted or slangyforms of the word �tämä� ('this'). The 
omponent plane images (see �gure 6.4)reveal that in the 
hildren's stories 
orpus, these word forms have been exten-sively 
ollo
ated with words 
ontaining parti
ular morph features: �on/STM�('is') both in the left and the right side 
ontext, and �mitä/STM� ('what') and�nyt/STM� ('now') in the left side 
ontext. These features seem to imply thatin the 
hildren's stories 
orpus, there are some expressions involving the di�er-ent forms of the word �tämä� that are typi
al for 
hildren telling a story. Forexample, espe
ially with the younger 
hildren, expressions like �toi on isäpilvija tää on pikkupilvi� ('that one is a father 
loud and this one is a little 
loud'),�täällä on lohikäärme� ('there is a dragon here'), �ja sitte tässä on sateenkaari�60



CHAPTER 6. DATA ANALYSIS USING THE SOM('and then, here there is a rainbow'), �tämä meni kertomaan isälle� ('this onewent to tell dad') or �mitä tämä on?� ('what is this?') are rather frequent2.Expressions involving these kinds of dei
ti
 referen
es to extralinguisti
 ob-je
ts and 
ir
umstan
es suggest that 
hildren feel that the 
hara
ters and ob-je
ts in their stories are very 
lose to themselves, almost as if they were presentin the situation where the story was told. This resembles the way young 
hil-dren 
ommuni
ate their a
tions and feelings when they are playing together,for example when they are playing house or assuming a role as one of theirdolls or a
tion �gures. The 
hildren seem to identify with the 
hara
ters oftheir stories mu
h in the same way that they identify with their 
hara
ters anddolls during play.Finally, there are two separate but semanti
ally 
onne
ted 
lusters of wordson the map, marked with blue and turquoise blue. The words in the 
lusterhighlighted with blue are typi
al lo
ation words that the 
hildren used in theirstories. The group 
ontains both nouns, for example �kotiin� ('(to) home'),�kauppaan� ('to store') or �metsään� ('to forest'), and also MA-in�nitive formsof verbs whi
h were used in a way very similar to the lo
ation nouns, like�nukkumaan� ('to sleep'), �syömään� ('to eat') or �katsomaan� ('to look'). The
luster even has a few lo
ational adverbs, for example �takaisin� ('ba
k'), �ulos�('outdoors'), �sisälle� ('inside') and �pois� ('away').The other 
luster, not quite as 
oherent on the map as the other 
lustersbut nevertheless dis
ernible, is highlighted with turquoise blue, and the leftmostpart of it overlaps a bit with the 
luster of imperfe
t tense verbs. The 
luster
ontains in�e
ted forms of verbs that express mainly the a
tions of going, 
om-ing and being somewhere: for example �jäi� ('he/she stayed'), �menee� ('he/shegoes'), �tulivat� ('they 
ame'), �lähti� ('he/she left') and �olivat� ('they were').These movement verbs are exa
tly the kinds of verbs that one would expe
t to�nd in the left side 
ontext of the lo
ation words of the 
luster marked withblue. Also, vi
e versa, the right side 
ontext of these verbs probably should
ontain many of those lo
ation words.Looking again at the 
omponent plane images of some features a
tive inthese areas of the map, this seems indeed to be the 
ase. The left side 
ontextof lo
ation words seems to be dominated by di�erent movement verb rootfeatures, for example the features �lähti/STM� ('he/she left') and �meni/STM�('he/she went') displayed in �gure 6.5, and also by 
onjugational verb endingslike �vät/SUF� or �vat/SUF�. On the other hand, the features a
tive in themap area of movement verbs in
lude agent nouns like �karhu/STM� ('bear') orpronouns like �ne/STM� ('those', or slang for 'they') in the left 
ontext, and,2These phrases are authenti
 examples from the 
hildren's stories 
orpus.61
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lähti/STM−1 meni/STM−1 vät/SUF−1

ne/STM−1 pois/STM+1 maan/SUF+1

Figure 6.5: Component plane images of some feature morphs a
tive in the lo
ationword 
luster or in the movement verb 
luster. Features found in the left 
ontext ofthe word forms are marked with �-1�, and features in the right side 
ontext of theword forms have a �+1� atta
hed to the feature name.as expe
ted, lo
ation words like the �pois/STM� ('away') or verb MA-in�nitiveendings like �maan/SUF� in the right side 
ontext (also displayed in �gure 6.5).6.2 Comparison: Di�erent age 
ategoriesAs explained in Se
tion 4.2, the 
hildren's stories 
orpus was divided into threeage 
ategories: stories from the 1 to 4 year-old 
hildren, from the 5 to 6 year-olds and from the over 6 year-olds. On the data in ea
h age 
ategory, a wordSOM was trained for 
omparison between the di�erent age groups and alsowith the word SOM trained on the whole 
orpus. As before, all three mapswere 
onstru
ted using the SOM Toolbox pa
kage (Vesanto et al., 1999) forMatlab.For these age 
ategory maps, a slightly smaller set of 170 features wasadopted, due to the smaller amount of data in ea
h age 
ategory (see Se
tion4.2). The feature set for ea
h of the three word SOMs thus in
luded the 150most frequent root morphs and the 20 most frequent su�xes in the storiesof the parti
ular age 
ategory. Consequently, ea
h word form in the training62



CHAPTER 6. DATA ANALYSIS USING THE SOMAge 
ategory Feature morph set Size of training word set1 to 4 year-olds 150 root morphs + 20 su�xes 158 word forms5 to 6 year-olds 150 root morphs + 20 su�xes 200 word formsOver 6 year-olds 150 root morphs + 20 su�xes 184 word formsTable 6.1: The types and sizes of the feature morph and training word sets for wordSOMs of ea
h age 
ategory. The 
uto� value for the a

eptan
e of a word form intothe training word set was �xed at a minimum frequen
y of 30 o

urren
es.word set was represented as a feature ve
tor with 340 features (the 170 featuremorphs in both the left and the right side 
ontext of the training words).As for the set of training words, the number of training samples dependedon the age 
ategory. Sin
e the word form frequen
y 
ounts of ea
h of the threeage 
ategories varied, it was de
ided to impose a frequen
y limit of a minimumof 30 o

urren
es as a 
uto� value for the a

eptan
e of a word form into theset of training words. Thus, heeding this 
riterion, the training word set for thestory data in the 
ategory of from 1 to 4 year-olds in
luded 158 word forms,the 
ategory of from 5 to 6 year-olds had 200 training words3, and the 
ategoryof over 6 year-olds had 184. The sizes of the training word sets and the typesand sizes of the sets of feature morphs for ea
h age 
ategory are summarizedin table 6.1.The U-matrix representations for ea
h of the three age 
ategory word SOMs
an be found in �gures 6.6, 6.7 and 6.8 respe
tively. Again, the word 
lustersdis
overed and presented in the previous Se
tion have been manually high-lighted in the age 
ategory word maps, using the same 
olours as before. Asfor an overall view on the three age 
ategory word SOMs, none of them seemsto have a 
luster stru
ture quite as 
lear and distin
tive as the word SOM onthe whole story 
orpus. This is probably due to the fa
t that with the 
orpusdivided into age 
ategories, the sets of training data in ea
h 
ategory have be-
ome mu
h smaller, and there is perhaps not quite enough data for this kindof an analysis. Nevertheless, the same 
lusters of words that were observed inthe word SOM on the whole 
orpus seemed to emerge from the age 
ategorymaps as well, even if they were not as 
oherent and 
lear as before.Looking at the agent noun 
lusters (highlighted with red) that emerged inea
h of the three age 
ategory word SOMs, their 
ontents seem to be roughlythe same. As in the �rst word map, the most important family members arepresent: �äiti� ('mother'), �isä� ('father'), �vauva� ('baby'), �tyttö� ('girl') and�poika� ('boy'). Also, there are several typi
al fairytale 
hara
ters, like �prin-3In this age 
ategory, there were more than 200 word forms with the minimum frequen
yof 30 o

urren
es, so only the �rst 200 were in
luded.63
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CHAPTER 6. DATA ANALYSIS USING THE SOMsessa� ('prin
ess'), �prinssi� ('prin
e'), �noita� ('wit
h') and �peikko� ('troll'),as well as a whole host of animals, 
ommon in fairytales that many Finnish
hildren are told in their early years: �karhu� ('bear'), �susi� ('wolf'), �kettu�('fox'), �jänis� ('rabbit') and so on. In the word SOMs of the two elder groupsof 
hildren, the sets of training data also seemed to in
lude some names: Ville,Kalle, Vili, Iiro, Aku (Finnish for 'Donald [Du
k℄'), Mikki (Finnish for 'Mi
key[Mouse℄') and Olli4. Taking a 
loser look at the frequen
y lists of the threeage 
ategories, it seems indeed that the youngest 
hildren tended mostly not togive names to the 
hara
ters of their stories, whereas the two groups of older
hildren did in
reasingly name their 
hara
ters. Looking at the word SOMs onthe stories of the older 
hildren, the word map on the stories of the 
hildrenaged from 5 to 6 years has two names, and the word map of the over 6 year-oldshas a total of �ve.An examination of the 3rd person singular imperfe
t tense verb 
lusters(marked with green) also reveals interesting di�eren
es between the age groups.The word SOMs on the stories of the two older groups of 
hildren both 
on-tain roughly 30 verbs in this 
luster, but the youngest 
hildren get along withjust 17 verbs. It should be kept in mind, of 
ourse, that the set of trainingdata in the 
ategory of the youngest 
hildren 
ontained only 158 word forms,whi
h is less than for the other two 
ategories. However, it seems that even ifmore word forms had been in
luded, the youngest 
hildren would still have had
onsiderably less verbs in this 
luster than the older 
hildren. Thus, it 
an be
on
luded that the variety of verbs, or at least of verbs in 3rd person singularimperfe
t form, that 
hildren use in their stories seems to 
orrelate with theage of the 
hildren.Looking at the remaining highlighted 
lusters of words, they seem to bemu
h the same in ea
h of the three word SOMs. All maps have a lo
ationword 
luster (marked with blue) with more or less the same types of lo
ationwords, and a quantity word 
luster (
oloured magenta) with the word forms�yksi� and �yks� separated from the main 
luster. As for the movement verb
luster (turquoise blue), its lo
ation on the map seems to vary dependingon the age group: in the word SOM of the youngest 
hildren, the movementverbs are almost 
ompletely integrated inside the main verb 
luster of imperfe
ttense verbs, but with the older 
hildren, the movement verbs that are not in3rd person singular imperfe
t form seem to be
ome more and more separatedfrom the main imperfe
t tense verb 
luster. In the word map of the over 6year-olds, only the two movement verbs that a
tually share the number and4The rather high frequen
y of the name �Olli� in the 
orpus is probably explained by thefa
t that a portion of the stories were 
olle
ted from 
hildren at the Museum of ContemporaryArt Kiasma, where they had just visited an exhibition by Olli Lyytikäinen.67



CHAPTER 6. DATA ANALYSIS USING THE SOMtense of the verbs in this main imperfe
t tense verb 
luster, namely �meni�('he/she went') and �lähti� ('he/she left'), are lo
ated inside the 
luster, andthe other �ve forms of movement verbs are 
learly separated from the �rsttwo. This seems to indi
ate that as the 
hildren grow older, they start to payan in
reasing amount of attention to the 
orre
t agreement between Finnishsubje
ts and verbs. With young 
hildren, expressions with a singular verbfollowing a plural subje
t su
h as �ne meni kauppaan� ('they went to the store')are frequent, but the older 
hildren seem to have a tenden
y of using more oftenthe orthographi
ally 
orre
t plural form, i.e. �ne menivät kauppaan� or eventhe fully orthographi
al norm -
onforming �he menivät kauppaan�.Finally, there is yet another interesting observation 
on
erning the two latterword SOMs trained on the stories of the older 
hildren. The 
luster of di�erentforms of the word �tämä� ('this'), highlighted with yellow, is very distin
tivein the word SOM trained on the whole story 
orpus and also in the word mapon the stories of the youngest 
hildren, but the word SOMs of the two older age
ategories seem to la
k this 
luster entirely. The middle SOM on the storiesby 
hildren aged from 5 to 6 has only the word form �täällä� ('here') fromthis 
luster, and the last one does not seem to have any of them. The fa
tthat these dei
ti
, situation-dependent words did not make it into the sets oftraining words in the two 
ategories of older 
hildren suggests that the older
hildren seem to rely less on su
h dei
ti
 expressions. It may be that they haveadopted a more abstra
t approa
h to story-telling, whi
h resembles perhapsmore the fairytale books that they have been read to by adults than the verysituational, 
on
rete identi�
ation with the story 
hara
ters that was observedin the stories told by the youngest 
hildren.6.3 Con
lusionsIn this Chapter, the 
hildren's stories 
orpus was analyzed by using word SOMswith morph features. First, a word SOM on the whole story 
orpus was 
on-stru
ted, and some of the word 
ategories that emerged in this SOM wereanalyzed in more detail by looking at the 
omponent plane images of somefeature morphs from the feature set. These emergent word 
ategories in
ludedfor example 
lusters of agent nouns, 3rd person singular imperfe
t tense verbs,quantity words, lo
ation words and movement verbs, and also a 
luster of dif-ferent forms of the dei
ti
 word �tämä� ('this'). The study of the 
omponentplane images revealed that these 
lusters usually had parti
ular types of featuremorphs a
tive in their parts of the word map, and that morphs seem indeedto be very useful espe
ially in this kind of an analysis of a text 
orpus whi
h
ontains plenty of non-orthographi
al word forms.68



CHAPTER 6. DATA ANALYSIS USING THE SOMNext, utilizing the division of the story data into three age 
ategories, asexplained in Se
tion 4.2, three age 
ategory word SOMs were trained on thedata in ea
h separate sub
ategory. These three word SOMs were 
ompared toea
h other and to the word SOM on the whole story 
orpus, and several inter-esting di�eren
es were observed. The observations made in this Se
tion 
ouldbe of use for the resear
h on the emergen
e of human linguisti
 
ompeten
ein small 
hildren, as many of them suggest that the way 
hildren tell storiesand the expressions they use in their stories seem to 
hange and evolve as the
hildren grow older.
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Chapter 7Dis
ussionIn this Chapter, the work performed in this Thesis is summarized, and a numberof ideas for further development in the resear
h area are suggested.7.1 Con
lusionsIn this Thesis, a Finnish text 
orpus of 
hildren's stories, 
olle
ted using amethod 
alled Story
rafting, was analyzed with self-organizing word maps.The main innovation of this work is the 
onstru
tion of word SOMs whi
hutilize unsupervised morphologi
al information as their features. The featuremorphs used in this work were automati
ally extra
ted from the 
hildren'sstories 
orpus with an unsupervised morphology indu
tion method 
alled Mor-fessor, making this the �rst 
ompletely unsupervised morphologi
al information-based SOM 
ategorization of Finnish words.The resulting word SOMs with di�erent 
ombinations of morph types asfeatures were evaluated on the 
hildren's stories data against ea
h other andagainst two traditional word SOMs with whole 
ontext words as features. Theevaluation measure developed for this task utilizes the part-of-spee
h informa-tion of 200 manually 
lassi�ed word forms from the 
hildren's stories 
orpusas a basis, 
al
ulating a kind of a density s
ore for the word 
lusters of a par-ti
ular word SOM. The evaluation results obtained by this measure showedthat using unsupervised morphologi
al information as features of a word SOM
learly improves the quality of the SOM, at least when quality is measured asthe part-of-spee
h -based density of the emergent 
lusters. Also, of all the fea-ture set variants with di�erent morph type 
ombinations (roots, pre�xes andsu�xes), word SOMs with only root morphs as features seemed to yield thebest results.Finally, the 
hildren's stories 
orpus, 
onsisting of 2642 stories in Finnishtold by 
hildren aged from 1 to 14, was analyzed from a 
ouple of di�erent70



CHAPTER 7. DISCUSSIONpoints of view. For the word SOMs in these analyses, both root morphs andsu�xes were 
hosen into the feature sets. The in
lusion of also su�x morphsinto the feature sets was 
onsidered to yield more interesting analyses thanwith just root morphs as features.First, a word SOM with 200 root morphs and 20 su�xes as features wastrained on the whole story 
orpus. Some of the word 
lusters that emerged fromthis analysis were examined in more detail, using the 
omponent plane imagesof typi
al feature morphs that were a
tive in those areas of the word map. Then,based on the age 
ategory division of the story data, three word SOMs with150 root morphs and 20 su�xes as features were trained on the stories in ea
hseparate age 
ategory. These word SOMs were 
ompared both to ea
h other andto the word SOM on the whole story 
orpus, and interesting di�eren
es betweenthe maps of the three age 
ategories emerged. For example, it was observedthat the use of 
ertain dei
ti
 expressions in the stories seems to de
rease asthe 
hildren grow older, and that the older 
hildren seem to pay an in
reasingamount of attention to the 
orre
t agreement between Finnish subje
ts andverbs. These kinds of observations on the stories of the di�erent age 
ategoriesrelate to the resear
h on the emergen
e of human language abilities in 
hildren.In summary, this Thesis shows that it is possible to obtain good emergent
ategorizations of Finnish words using just unsupervised methods. This wasa
hieved using self-organizing maps with feature representations obtained withthe Morfessor morphology indu
tion method. In addition, analyzing the 
hil-dren's stories 
orpus with the proposed method yielded interesting results onthe use of language of small 
hildren.7.2 Future workIn the 
ourse of this work, several ideas emerged for improving the self-organizingmap -based analysis and the methods used in this Thesis. These observationsmay serve as a good basis for future resear
h in this area.First, from the point of view of the unique 
hildren's stories 
orpus, itwould be interesting to implement the kind of analysis des
ribed in Chapter6 for yet new sub
ategories of the data. For example, besides the existingage 
ategory division, the stories 
ould be divided into 
ategories a

ording togender (stories by boys and stories by girls), or into stories told by an individual
hild versus stories by groups of 
hildren. The analysis of the gender-divideddata 
ould help understand the di�eren
es or similarities between the stories,worlds and ways of thinking of young Finnish boys and girls, whi
h 
ouldbe of interest and bene�t for the study area of 
hild resear
h. On the otherhand, a separate analysis on the individual and group stories 
ould reveal some71



CHAPTER 7. DISCUSSIONinteresting fa
ts about group dynami
s among small 
hildren, and also aboutthe spe
ial 
hara
teristi
s of group stories when 
ontrasted to stories told byindividual 
hildren of roughly the same age.Further, with regards to the evaluation measure developed in this work forthe automati
 evaluation of word SOMs, it 
an hardly be 
onsidered perfe
t.Currently, the measure just looks whether the words in the same or the neigh-boring map nodes have any 
ommon parts-of-spee
h with the word form underexamination. The measure 
ould be improved by for example making it re-ward 
ases where there are more than one 
ommon parts-of-spee
h, sin
e thisprobably means that the word forms are more similar with ea
h other thanthose whi
h only share one 
ommon part-of-spee
h. Additionally, the evalua-tion measure 
ould also reward 
ases where there were lots of word forms inthe same or in the neighboring nodes (a big 
luster of many word forms), and alarge proportion of these word forms had at least one part-of-spee
h in 
ommonwith the word form at hand. This is based on the observation that the forma-tion of bigger 
lusters with several word forms having 
ommon parts-of-spee
hprobably implies a map of better quality than one whi
h has lots of small 
lus-ters with only a 
ouple of word forms inside them, whether these mini-
lustersshare 
ommon parts-of-spee
h or not.As for the 
onstru
tion of the new kinds of word SOMs with morph features,there are several improvement ideas that 
ould be implemented and evaluated.First, the morph-featured word SOMs presented in this Thesis should perhapsbe trained and evaluated on some larger sets of data. As fas
inating as the
hildren's stories 
orpus is, its size is not, at least for the time being, very large(only a total of 198 036 word forms in the stories in Finnish). The new wordSOMs should therefore be tested also on some other 
orpora with millions ofword forms, to see whether the evaluation results on the di�erent feature setvariants obtained in this Thesis still hold even for larger amounts of data, andfor data of di�erent types. With larger 
orpora, a bigger amount of words 
ouldalso be analyzed; in this Thesis, only the 200 (or less) most frequent word formswere 
hosen for training samples and proje
tion onto the resulting word SOMs,sin
e the use of more infrequent word forms would probably have lead into thesparsity of data and the amount of noise in feature ve
tores be
oming an issue.Also, the size of the 
ontext window used for 
al
ulating the feature ve
tors
ould be extended. Instead of looking at just the immediately pre
eding andfollowing 
ontext words, the 
ontext window 
ould en
ompass an area of two,three or even more words into both dire
tions, or into just one or the otherdire
tion (for example, a 
ontext window of three words from the left 
ontextbut only two from the right side 
ontext). Evaluation tests 
ould be run onmorph-featured word SOMs with di�erent sizes and types of 
ontext windows,72



CHAPTER 7. DISCUSSIONin order to �nd the optimal 
ontext windows in general or for the task 
urrentlyat hand.Further, it 
ould be interesting to experiment with the possibility of in-
luding morphologi
al information of the training sample word itself in thefeature ve
tors. Instead of sear
hing only the words in the 
ontext for fea-ture morphs, in this version the morphs present in the morphologi
ally seg-mented training word itself would also 
ount in its feature representation.It is di�
ult to predi
t the e�e
t, if any, this kind of an approa
h wouldhave on the evaluation results. It might be that sear
hing only for a 
er-tain type of morphs in the segmented training word would prove to be use-ful. For example, it might be best to 
onsider only the su�x morphs ofthe training word, given the fa
t that they usually have a mu
h higher fre-quen
y than e.g. root morphs. This kind of an approa
h might improvethe 
apability of a word SOM in dis
overing semanti
ally similar word 
ol-lo
ations like �the 
at/STM purred� and �the 
at/STM+s/SUF purred�, orit might even result in dete
ting a novel family of morph 
ollo
ations o

ur-ring in 
onse
utive words, like �talo/STM+n/SUF luo/STM+na/SUF� ('bythe house'), �kaveri/STM+n/SUF luo/STM+kse/SUF� ('to a friend's pla
e')and �auto/STM+n/SUF luo/STM� ('to the 
ar'). Here, the genitive 
ase su�xmorph �n/SUF� in the pre
eding 
ontext word of di�erent in�e
ted forms of thepostposition �luo� ('by') 
onstitutes a kind of a morph 
ollo
ation with the rootmorph �luo/STM�, and the similarity of these 
ases would be re
ognized evenif none of the word forms ever mat
h 
ompletely (only some of their morphsdo).Yet another way of improving the distinguishing potential of the featureset is using sets of morphs as features instead of individual morphs. A largepreliminary set of morphs 
ould be �rst organized into a smaller number ofmorph subgroups, and ea
h subgroup of morphs would then be used as anindividual 
omponent in the feature ve
tor. The presen
e of feature morphsin 
ontext words would thus be 
he
ked against a list of morphs in a 
ertainsubgroup, not against individual morphs ea
h o

upying their own 
omponentslots in the feature ve
tor. This kind of grouping of similar morphs into justone feature would help relieve the problem of data sparsity and redu
e thedimensionality of the feature set. A �
ompressed� feature set of this type wouldalso enable the utilization as features of a mu
h larger amount of individualmorphs than before, as items in the subgroups of morphs.The morph subgroups needed for the 
reation of this kind of feature sets
ould also be 
onstru
ted in an unsupervised manner. Using the textual 
on-texts of the morphs, a large amount of Morfessor-extra
ted morphs 
ould be�rst organized automati
ally with a self-organizing map, a �morph SOM� with73



CHAPTER 7. DISCUSSIONemergent 
lusters of morphs instead of words. These morph 
lusters 
ould thenbe regarded as the subgroups of the morph set, ready to be used as 
omponentsof a feature ve
tor for a word SOM with morph features. It might be a goodidea to train a separate morph SOM for ea
h morph type: one for root morphs,one for su�xes and one for pre�xes1. In this way, we would have subgroupsof root morphs (for example, the roots of semanti
ally similar movement verbs
ould again end up as one 
luster) and subgroups of su�xes, all to be used to-gether as the 
omponents of a word SOM feature ve
tor. Of 
ourse, it should benoted that the sele
tion of optimal feature sets and other parameters for thesekinds of novel morph SOMs is a whole di�erent story, deserving a thoroughtreatise of its own.From the point of view of the Morfessor method, the SOM-based orga-nization of su�xes into subgroups seems espe
ially interesting. For the timebeing, Morfessor does not re
ognize allomorphi
 variation, meaning that it doesnot for example understand that two su
h verb endings like �-vat� and �-vät�(produ
ts of Finnish vowel harmony rules) 
ould be just the realizations orallomorphs of a 
ommon morpheme �-vAt�, dependent on the vowels of theword they o

ur in. Could morph SOMs have the power needed to link to-gether Morfessor-extra
ted morphs that are in a 
omplementary distribution,i.e. that are allomorphi
 variants of the same underlying morpheme? In fa
t,looking brie�y at some of the 
omponent plane images of su�xes used in thedata analysis of the whole 
hildren's stories 
orpus in Chapter 6, the 
ompo-nent plane images of morph pairs that are probably involved in allomorphi
variation do indeed display promising similarities. Even if these are just morphfeatures of a word SOM and do not really have anything to do with morphSOMs in proper, these similarities do give some indi
ations that the morphsmight indeed be organized rather ni
ely into 
lusters on a morph SOM. Theuse of morph SOMs in improving the performan
e of Morfessor 
ould thus bean innovation well worth further examination.

1Although pre�xes are so rare, at least in Finnish, that they 
ould probably just be
ompletely ex
luded from the feature set 74
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