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Abstract

Previously, phone-based and word-based approaches hawe be
used for spoken document retrieval. The former suffers finagh
error rates and the latter from limited vocabulary of theogtzer.
Our method relies on unlimited vocabulary continuous speec-
ognizer that uses morpheme-like units discovered in anpersu
vised manner. The morpheme-like units, or “morphs” for shor
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the same way as any text document. Because a language model is
used, the error rates of word-based recognizers are tiypioaich
lower than with phoneme recognizers. Additionally, retaieis
more robust with words than with phone n-grams. However, the
word-based approach suffers from the limited vocabularthef
recognizer. Any word in the speech that is not in the vocalula
will always be misrecognized. Typically, only the most fueqt
words in the language model training corpus are selectdted-

have been successfully used also as index terms. One problemapyary. But from retrieval point of view, the less frequemnrds,

using morphs as index terms is that the segmentation doed-not
ways separate the same stem for different inflected formbeof t
same word. This resembles the problem of synonyms. In this pa
per, we apply latent semantic indexing to morph based vetrie
The idea is to project morphs that correspond to the same,aerd
well as other semantically related terms, to the same diimens
The results show clear improvements in Finnish spoken deatim
retrieval performance.

Index Terms: spoken document retrieval, latent semantic index-
ing, morpheme segmentation.

1. Introduction

Today, huge amount of information is generated and storeddn
ken form. Therefore, spoken document retrieval (SDR), & t
of finding relevant segments from recorded audio, is a sicanifi
problem. Two approaches have been commonly used for tlkis tas
in phone-based retrieval, the speech is transcribed at the phone
level while word-based retrieval uses a large vocabulary speech
recognizer to transcribe the speech at the word level. Asath-
proach we presented in [1] uses a subword based methodahat tr
scribes the speech into morpheme-like units that can alssée

as index terms.

such as proper names, are usually the most interesting.

TREC and a lot of the other research on spoken document re-
trieval has focused on retrieval of English speech. Otheguages
have properties that make methods developed for Englishukes:
ful for them. These properties affect both the recognitind ee-
trieval phase of the process. One important property isetel |
of agglutination. In agglutinative languages, such as iEmand
Turkish, words are formed by joining morphemes togetheusTh
the number of distinct word forms in such language is verhhig
For speech recognition this means that the language modelata
include all the word forms without the size of the model gegti
too large for efficient recognition. Also the training cospwould
have to be huge to cover sufficient number of instances of each
word form.

In [1], we presented a base-line spoken document retrieval
system for Finnish. It relies on our unlimited vocabulargsgh
recognition system that utilizes statistical n-gram laagpimodels
based on morpheme-like subword units discovered in an ensup
vised manner from large text corpora [5, 6]. The morpherke-li
units used are callethorphs for short and thus we call this ap-
proachmorph-based SDR. This approach makes also possible to
recognize previously unseen words by recognizing theirpmm

Phone-based retrieval methods have been studied for exampl Nent morphs. The recognizer transcribes the speech asig stri

by Wechsler et al. [2]. Phoneme recognizers produce pheret-|
transcriptions that do not have markers for word boundaaies
additional processing is required to match queries (tyfyigeord-
level) to the phoneme strings. The index can be built usiranph
n-grams, and the queries are transformed to phonemes hy aisin
pronunciation dictionary. Phoneme recognizers do not ogéea-
icon or language model, which means that they are not linfited
any closed vocabulary. However, the lack of a language naisel
means that the error rates of phoneme recognizers are \gty hi
Naturally, high error rates also hurt the retrieval perfance.

morphs, with the word boundary positions marked. Thus, both
word-level and morph-level information can be used for kidg.

The high number of word forms affect also the retrieval phase

as typically the user is interested in finding the documehéds t
contain a query term in any of its inflected forms. A natural so
lution is to return the inflected forms in the documents tarthe
base form before indexing. This can be done withaiphol ogi-

cal analyzer [7]. The problem here is that building a morpholog-
ical analyzer needs expert knowledge of the language andlinot
languages have one available. Also, the analyzer works on-a |

Word-based retrieval methods have recently been the mostited vocabulary which would have to be updated from timerteti

popular and the most successful approach, particularheii$DR-
track of the Text Retrieval Conference (TREC) [3] and withest,
for example [4]. The idea is to use a large vocabulary speech r
ognizer to transcribe the speech into words. The word |eaelt
scription can then be indexed by an information retrievaltem

for optimal performance. An alternative to using base forsis

use the morpheme-like units from the recognizer as indarger
as such. This method resembles stemming in that, typicaiy,

fix morphs are separated from the word stem morphs. In [1], we
found that a morph index works equally good or better as a base



form index for Finnish SDR using classical vector space rhfmte
retrieval.

A clear drawback of the morph index is that for many words in
the Finnish language, there is no optimal point where to drew
line between the stem and an affix, because there are oftageha
in the stem when an affix is added. Thus, the inflected forms can
not always be split to morphemes in a way that would produee th
same stem for all forms and that no other word would produae th
stem. The problem is similar taver stemming andunder stemming.

In practice, understemming is more common as the stafistica
ture of the morpheme segmentation algorithm makes thatiéreq
word forms produce longer morphs.

The problem of different morphs that all correspond to the
same base form resembles the problem sjtionyms. Latent se-
mantic indexing (LSI) [8] is a method that tries to find ungarg
latent semantic structure in the data by dimensionalityicédn.

It has been shown to help with the problem of synonyms by pro-
jecting words with similar meaning to the same dimension.

In this paper, we apply LSI for morph-based Finnish spoken
document retrieval. The idea is to reduce the effect of mishes
between morphs in the query and morphs in the recognizer tran
scripts caused by varying segmentation of different inflé¢brms
of the same word, as well as finding other semantically rdlate
morphs. For comparison, the analysis is also performed en th
base formed index.

2. Latent Semantic Indexing

Latent semantic indexing is a statistical method for infation
retrieval that has been designed to help with the problenymf s
onyms (different words that have the same meaning) and @olys
(words that have more than one distinct meaning) [8]. It saes
gular value decomposition (SVD) to reduce the dimensitynah

the term-document association matfix The columns ofX are

the document vectors and each element of a document vector co

respond to an index term. The reduced dimensions are hoped t

match better the “true”, latent, meaning of the words by riitig
any random noise.
Singular value decomposition &f is defined as:
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whered is the number of documentsis the number of index terms
andm is the rank ofX (m < min(d, ¢)). U andV are matrices of
left andright singular vectors and have orthonormal columnX
is a diagonal matrix ofingular values that are ordered by value.
Dimensionality reduction is achieved by taking only the
largest singular values and the corresponding singulaoks&c
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The reduced modeXy, is the best rank: approximation ofX in
the least squares sense. To match queries to documentsiethe q
vector@ has to be projected to the samedimensional, space:
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then projected to the same dimension. In morph-based vakrie
morpheme segmentation of different inflected forms canecdiis
fering stems for each form. A word that is relevant to a doaume
often occurs in the document several times and often inréiffie
inflected forms. Thus, LSI has the potential to improve rssioy
projecting all the stems that correspond to one base forrheto t
same dimension, as well as other semantically related terms

3. Speech transcription

The spoken documents were transcribed to text using our un-
limited vocabulary speech recognition system that usegulage
models based on morpheme-like subword units found in an-unsu
pervised manner. Below, we describe only some featuregargie

to the experiments. For a detailed description of the systee
refer to [5].

3.1. Data

The evaluations were performed using 270 spoken news storie
in Finnish. On average, each story was about one minute long.
The stories were read by a single female speaker in a stueio en
vironment [9]. Each news story was assigned to one of 17 $opic
by multiple independent judges [10]. The topic descrigiarere
used as test queries. Reference text (the error-free tiptisn of

the speech) was also available and used as a comparisorttosee
much recognition errors decline the performance.

3.2. Acoustic and language modeling

Two different sets of acoustic models were used to prodwae tr
scripts with different error rates. Both sets used conegiati Hid-
den Markov Models (HMMs) with Gaussian mixtures and mel-
cepstral coefficient features along with the total energy toe
delta values. Context dependent triphone models werestidior

(35 Finnish phonemes and 16 of their long variants.

The first set of models were trained for just the speaker of the
stories §peaker dependent models). For training, the news stories
were randomly split to two separate sets. Models trainedren o
set were then used to recognize the documents in the othandet
vice versa. This way, all the available speech documentsl dm
used for evaluations.

The other set of acoustic models were the same as used in
[11], that is,speaker independent models trained on 26 hours of
speech from 207 speakers from the Finnish SPEECON database.
The training data did not include any speech from the reaft&ieo
news stories.

For a highly inflectional language like Finnish, sufficigntl
low out-of-vocabulary (OQV) rate cannot be achieved by the t
ditional method of using the word forms in text as units in the
language model. Even with a model with a lexicon of 500M
word forms, an acceptable OOV rate was not achieved [5]. We
have applied the unlimited vocabulary language modeling ap
proach, where the language model training corpus is segu¢nt
morpheme-like units (called morphs) using an unsuperviseed
mentation algorithm [6]. The language model can also learn t
mark word boundary positions by introducing an additionat to

The documents can now be ranked by measuring the similarity the model. For language model training, a text corpus of 30 mi

between( and the reduced document vectors (from the rows of
Vi) by some similarity measure, such as the cosine measure.

In latent semantic analysis, co-occurrence is consideved e
idence for semantic relatedness. Semantically relatedstere

lion words from electronic books, newspaper text and shentsn
stories was segmented using a lexicon of 26k morphs. This ap-
proach is easy to port to other languages, as the completédy d
driven unsupervised unit selection algorithm is not depehadn



any given morphological rules. 1008
Table 1 presents the word error rates (WER), the letter error

rates (LER) and real-time factors (RT) obtained with the s&ts 90
of acoustic models. Not surprisingly, the speaker depenuen-
els trained on matching data performed better than the spé&ak 80
dependent models.
2 70
$
Table 1: Satistics of recognizer performance. 3 60 4
a8
Spk. dependent Spk. independen T referonce oxt I
WER (%) 20.9 34.0 507 - © — reference text with LSI
LER (%) 4.6 11.2 —=— spk. independent
RT-factor 4.7 9.8 40 — spk. independent with LSI
—*— spk. dependent
—&— spk. dependent with LSI

i i 10 20 30 40 50 60 70 80 90 100
4. Indexing thetranscripts Recall %

The morph-based recognizer transcribes the speech as@ atri
morphs with the word boundary positions marked. This means w
can use both the word-level and morph-level transcriptssasiece

30
0

Figure 1:Recall-precision curves for the morph indexes.

for indexing. When indexing words of a inflectional langudige 100

Finnish, it is conventional to return the inflected word fsrho

their base form. We used a commercial rule-based morpteabgi 90

analyzer for the process. Another option is to use the moirphs

the transcripts as index terms as such. In previous expetame 80

[1, 12], we have noticed that these approaches achieve afjoat

performance, thus avoiding the need of the costly morphcdbg 2

analysis process. Best performance, however, was achigved §

both indexes were combined. 8 0
Naturally, the query sentences have to be processed to match «

the index terms. In the case of the morph index, this means pro — ~ _reference text

cessing the queries with the morpheme segmentation digurit 3011 — & - reference text with LS|

using the same set of morphs that are used in the languagd.mode > spk. independent

With the base form index, queries were returned to base feingu 407 Ii’;i: LTﬁ,fﬁfQﬁri"t Hns

the morphological analyzer. The reference text was alsexied —e— spk. dependent with LS|

for comparison, and same processes were performed to itlas we 30010 20 30 40 %0 60 70 8 90 100
The index terms were weighted using the traditionakTBF Recall %

(term frequency times inverse document frequency) formuha

this paper, the performance of latent semantic indexindnatkeis Figure 2:Recall-precision curves for the base form indexes.

compared against the traditional vector space model. Indages,

the similarity of the query against the document is measusat

the cosine measure. That is, the documents with the smatig . . .
between their document vector and the query vector arenedur ~ @nked list of relevant documents by measuring the averaged

first. The difference is that when using latent semantic g terpolated precision at each standard level of recall. fath b
the angle is measured in the reduced, latent, dimensiongutai recognizer transcripts, LSI improves precision at all Ie\ad re-
value decompositions for the term-document associatidnixea call. The improvements at high recall values were expecidda

should help retrieve those documents that use differendsvior
the same concept or have different stems from the same wdrd an
. would otherwise be left unretrieved. But rather surprisinthe

S. EXpe”mentS and results improvements were just as good also at lower levels of rexall

For the experiments, the 270 spoken news stories were tiaedc ~ tually achieving perfect retrieval for both transcriptstilrecall

using the two different sets of acoustic models and indesedea ~ Of 20%. The improvements are bigger for the speaker indepen-

scribed above. We have a total of 12 setups to compare as thedent recognizer transcript, that also contains more errotais,

combination of three transcripts (speaker dependentpamtent it seems that LSI is also helping to recover from some of those

and reference text), two processing methods (base formidg a recognition errors.

morphs), and two similarity measures (LS| and vector spaks) The recall-precision curves for the base form indexes iniff€ig

the correct relevance information was available, the perémce 2 show similar behavior. Relative improvements are litilgger

of the indexes can be compared using standard measuresssuch ahan with morph indexes, but only because the performantte wi

the recall-precision curve and the average precision. out LSI was somewhat lower than with morph indexes. With LS,
Figure 1 shows the performance of the morph indexes by in- both type of indexes perform about equally well, which can be

terpolated recall-precision curves. The curve is obtafnemh the seen also from the retrieval statistics in Table 2.

were calculated using 150 latent dimensions.



Table 2:Satistics of retrieval performance. Rp isthe R-precision,
AP the average precision and Ps the Top-5 precision.

Morphs Base forms

Setup LSl nolLSI| LSI nolLSl
Rp% | 85.6 83.6| 87.4 80.2
Ref. text AP % | 91.2 89.2| 92.0 85.2
Ps% | 97.6 94.1| 95.2 90.5
Rp% | 84.3 80.0| 86.1 77.9
Spk. dep. | AP% | 90.3 88.1| 90.6 83.6
Ps% | 95.2 94.1| 96.4 90.5
Rp% | 76.9 69.8| 75.2 68.1
Spk. indep.| AP % | 82.7 77.7| 82.9 75.7
Ps% | 94.1 89.4| 91.7 87.0

However, in [12], we obtained even better improvements in
SDR performance by using query expansion. In that work, alpar

lel text corpus was used to extract relevant terms which tene

added to the query in order to help retrieve more relevanu-doc

ments. Although the results in this work are not quite as goad
have shown that LSI can improve results in morph-basedexetri
and with further development it should be possible to achibe

performance of query expansion methods. One possible way to

improve results is to use a parallel corpus, similar to the used
in query expansion, to extract information on term simiias.

The singular value decomposition could be computed on tige la

text corpus and then the same projection could used to folbe

spoken documents to the latent dimensions. That way it may be
possible to achieve a model that is more robust and can demeera

better.

6. Conclusions

In this paper, we have applied latent semantic indexing fonmin-

based Finnish spoken document retrieval. The system isllmse

our unlimited vocabulary speech recognizer that uses aubtag®y

model based on morpheme-like units found in an unsupervised
manner. For retrieval, both base formed words or morphs can
be used as index terms. Latent semantic indexing was applied

help reduce the mismatch between query and index termsréhat a

caused among other things by differing segmentation oédifit

inflected word forms. The results indicate that retrievatfqre

mance can be improved, especially with transcripts witthéig
error rates.

Future work includes confirming the results on larger
databases and applying the methods to other similar laeguag

Also, future improvements to the method will be studied éayg.
using a parallel text corpus. Improvements could also beeaet
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