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ABSTRACT the recordings and retrieve answers to the posed queries. Th

In this paper we apply speech recognition for automatic tranSPecial target in this work is to enhance the models for the

script generation for spoken document retrieval. The trani2nguage used in the audio material at hand. ,
scripts are used to compute an index for an archive of his- 1he motivation of language modeling is to improve
torical speeches and to provide the index, speech, and trafP€ech recognition accuracy by recovering the contextuall
scripts available for query based retrieval and browsimg. | more suitable words from acoustically confusable uttezanc
addition to acoustic variability, the task is challengihg; " @ddition to introducing correct priors to words and word
cause it covers a broad spectrum of different speakingsstyl€duences in the audio, an important task is also to specify
and use of language. Language modeling is important foihe correct search vocabulary, because c_>ften the rarertonte
speech recognition to determine the prior probabilitiethef WOrds, such as proper names, are very important to charac-
compared word and sentence candidates in decoding. Vaffrize the retrieved information. Unfortunately, thoseraie
ous large text corpora are available in electronic format fo@re often misrecognized, because they may be too infrequent
language model training, but the open question is what antp have proper co-occurrence statistics with other words.
how should we include to improve the audio transcripts of ~Using the automatic speech transcripts in audio index-
this task. In this work we compare large overall languagdnd has recently become an important application of ASR,
models to focused ones trained on selected subsets of th&€ €.9. [1, 2]. In addition to motivating the research it has
data, and to combinations between both. With respect to th@lso led to new frameworks of performance evaluation such
potential index terms, improvements were obtained for-tran@s the TREC spoken document retrieval track [3] and public
scripts that did not fit well to the scope of the large overalldemonstrations of the state-of-art via the internet
language model. The specific topic of this paper is to build and evalu-
ate differently structured large vocabulary language n®de
1. INTRODUCTION (LMs) with respect to the training data and transcriptiakta
. ] at hand. The data is broadcast audio recordings spanning
In recent years, there has been rapid growth and interegter seven decades. Some of the time blocks and topics can
in converting traditional library holdings and other largepe adequately covered by our training material, but most of
archives of text and audio into digital libraries. In prac-them poorly or not at all. The relevant modeling issues for
tice, this means that books, audio and video tapes are beiriis work are how to smooth the existing LMs [4], how to
digitized and_'ghew content extracted by OCR (optical C_hafadapt them with new data [5], and how to extend the LM
acter recognition) and ASR (automatic speech recognitionand its vocabulary [8, 6, 7] We report experiments for wtiliz
systems. The extracted text-like transcripts are furttzerst  ing the relatively small amounts of historical languageadat
formedinto browsab!e and searchable formats_that can be agetrieved, e.g. by scanning books with OCR, to adapt large
cessed by large audiences all over the world via internet andvis trained mostly with news data from the 1990's that is
mobile devices. However, out of all text, image, audio, andnuch easier to obtain in electronic format. Our goal was
video sources only the information from clearly typewritte to evaluate the potential improvement in the audio trapscri
text sources withoutimages and any special formulas déan stiions obtained by enhancing the modern language models
be extracted almost error-free. For video and non-speech aith old language data.
dio sources it is not even straight-forward to exactly syeci  The framework of this paper is the National Gallery of
what should be transcribed. For the spoken audio recordingspoken Word (NGSW) project [2] which aims at transcrib-
studied in this paper, it is clear that the transcriptiormuéth  jng the historically significant recordings of the 20th aemt
mainly decode the speech into text. __into a searchable and browsable format to be accessed by the
__In order to improve the accessibility of spoken audio, itspeechFind web browser [9]. The project involves a large
is important to develop methods to enhance the correctnegariety of methodological and research challenges, such as
of the obtained transcripts. This not only helps to manuallyhe different and evolved recording conditions during s |
browse and spot interesting parts from data archives, but ifentury, a number of very different speakers and speaking
general, to improve the possibilities to automaticallyeRd  styles, and various disturbing factors ranging from oyerla

ing speakers to music and noise. From the point of this pa-
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of styles and topics throughout the century. they are very difficult to recognize from speech, because the
variable pronunciations and few occurrences in any trginin

2. METHODS data makes the exact modeling impossible. In practice, the
, storage size and trainability of statistical language n®de
2.1 Spoken document retrieval system and the realizability of the search task in the decoder, usu-

To understand the framework and motivations of the lanally limits the applicable vocabulary for the language nsde
guage modeling experiments presented in this paper, it-is info, say, 65,000 words, which makes the out-of-vocabulary
portant to keep in mind the whole process of spoken docuOOV) words very difficult to recognize.
ment retrieval, which is briefly reviewed in this section. For very large vocabulary tasks most of the rule-based
The source audio tracks usually have rather heterogdanguage models are impractical and higher-order n-gram
neous content, so in addition to transcription it shoulddi¢ s models must rely heavily on smoothing. Because of the di-
into homogeneous segments, e.g., speech separated from raarsity of the audio material in this task, the models wig-fr
sic and other audio that will not be transcribed. Ideallg th quently be applied in different domains that require quick
speech should also be segmented into parts, where the condiaptation. Other important language modeling techniques
tions, speakers, and topics remain constant, in order to botnclude the training and interpolation of separate languag
help the speech recognizer to adapt efficiently and get theodels specialized in certain important time blocks and dis
speech indexed into semantically coherent segments. Thission topics or contexts. One promising language model-
features describing the signal are obtained from the spectring framework for this is the automatically focusing langaa
grams by different transformations and normalizationsrin o model [12].
der to carefully remove noise and irrelevant informationeT A special topic that has recently gained remarkable atten-
SpeechFind system relies here on the conventional MFC@on in the NGSW project is how to use the large text archives
features and their derivatives which are used in the audithat can be accessed for optimal language modeling perfor-
segmentation with an iterative Bayesian information erite mance. Even if we in principle could just train a single lan-
rion based on T2-statistics [9, 10]. guage model with all the existing text material in libraries
The actual speech recognition operates by generatingnd the internet, this would not make sense or even be prac-
probabilities of phonemes and words for the observed sdically possible. In the current project we have relied oa th
guence of speech frames and then searching for the mostpertise of librarians to preselect books and other diggta
probable sequence of words that could have generated tiseurces that represent relevant text styles and vocabialiary
observations. The central piece of the recognizer is a dgcodthe general 20th century speeches and Chicago Roundtable
which takes the probabilities given by the acoustic and landiscussions of the 1940’s. In this paper we evaluate a lan-
guage models, and the word-to-phoneme rules from pronuiguage modeling framework where one huge monolithic n-
ciation dictionary and finds the output word sequence or negram language model is trained using as much text data as
work. The acoustic models of SpeechFind are conventiongdossible and then combined with smaller specialized n-gram
mixture Gaussian density hidden Markov models and defaulhodels to obtain best matches to the material.
language models are smoothed back-off word trigrams. The

Sphinx3 systent has been used as a decoder in the experi- 3. EXPERIMENTS
ments reported in this paper, but it is currently being regda
by CSLR’s own Sonic system [11]. To evaluate the suitability of the proposed language models

The word sequence output of the speech recognizer fornvwe conducted experiments on recognition accuracy of speech
a raw "dirty" transcript of the analyzed audio segment. Ussamples and language modeling accuracy of relevant text
ing the so-called bag-of-words content representationame ¢ samples. As language models we trained one for broadcast
transform the transcripts into inverted file index for reel.  news (BN) using HUB4 broadcast news transcriptions, one
This basic index is further enhanced by filtering the contentising the same augmented with North American news texts
words and word stems that carry most of the content infor(News), one for old texts (Old) using Gutenburg archives
mation and adding some new index words by document ext900-1920 texts and Chicago Roundtable 1940s texts, and
pansion on relevant text material. Similarly, we can perfor finally, one including almost all the above (All). All the mod
stemming, stopping, and expansion to each query for imels were standard back-off trigrams with interpolated Kmes
proved retrieval precision and recall as in [9]. For the spee Ney smoothing [13, 14]. A 65,347-word vocabulary was se-
indexing and retrieval, it is most important to correctlg+e lected for the LMs mainly based on the most common words
ognize the content words. The readability of the transsigpt in the BN and News corpora, but with some additions from
helpful for browsing the audio, but it is unlikely that an @mid the smaller old corpora, too. The baseline LM was the one
segment with incorrect content words will ever be retrieved used previously [9]. It is an optimized BN back-off trigram

model which corresponds probably closest to our new BN

2.2 Statistical language modeling model, although the training tools and data have had some

Statistical language models play a key role in a spoken dog_hangeg. . . .
The idea in the following experiments was to evaluate

ument retrieval system. In general, for optimal retrievat-p w much a small. but focused text material actually helos
formance the index term representation of the audio conter, ' . . y heips,
should be based on the words into which both the querie' we have an overall language model trained with a substan-

and the speech data can be easily mapped. For example, II}'?GJ amount, but not very well matching data. Another topic

proper names are often the main content of the queries, bies [ valuate, if itis better just to merge the new observed
n-grams to the top of the old ones, or to use them to train

2See hitp:/ww.speech.cs.cmu.edu/sphinx/index.htor mfore infor- @ More specialized language model and interpolate between
mation about Sphinx speech recognition system by CMU the word probabilities given by the two models, or to perform




both. 4. RESULTSAND DISCUSSIONS

3.1 Evaluation by speech recognition

LM training Average perplexity

To evaluate the speech recognition error rates resultorg fr #words | CTT | Pres.| BN | 6 decades
the development of language models, we applied the same [Gaval. #words 79K | 132K | 2.IM 30K
decades” (1950-2000) data set as in [9], the same segmentagaseline 486 | 5090 | 201 240
tion, preprocessing, features, acoustic models, spedikgra | OOV% 21 0.8 1.7 1.3
tation, and pronunciation dictionary. The data contai®s 3. T BN 168M | 410 | 444 | 204 271
hours of audio samples from the past 6 decades with signifi-2 News 724M | 421 | 452 | 208 289
cant variation of recording technology, conditions, anteo | 3 Al 730M | 410 | 420 | 207 286
(see Table 3). One hour of additional old speech data from4.o|d 5.7M 275 | 339 | 774 475
1940s was included to monitor the effect of the new LMs on oovo, 1.6 0.8 1.6 1.3
topically and stylistically matching conditions. Becaubke 3+47p 230 | 280 | 215 243
acoustic models were originally trained from broadcastiew| 143 ip 384 | 399 | 193 263
speech data, it is clear that even with adaptation the mdtch

language, speaking style, and other characteristics dareno

perfect. Table 1: The evaluation of the four language models and their
We performed the speech decoding experiments with thimterpolations (ip) by four sets of texts. “6 decades” ages

Sphinx3 recognizer using one language model at a time tover the speech reference transcripts from 1950-2000.

obtain the different transcripts. The interpolated larggia

models were prepared by computing a new language model

out of the two components by equal interpolation weights. [ Decade|[ ref. Baseline LM 3+4ip LM

The performance can be optimized by tuning the interpo- #words | OOV | perpl. | OOV | perpl.
lation weights based on a relevant development or adapta- [ 1940 2068 0.5 258 0.6 177
tion data. However, if suitable tuning data does not exist, 1950 6241 1.5 325 1.5 280
there is no time for separate optimization for each topic and 1960 2142 2.2 384 25 343
style, or the decoder is not equipped for interpolations thi 1970 4434 0.8 132 0.8 151
pre-interpolation with the default weights is all one cae.us 1980 3330 0.9 177 0.8 194
If there is a possibility to adapt the weights online, thexe i 1990 5951 1.7 280 1.8 285
usually a chance to focus on specific LMs as in [12], as well. 2000 7530 0.9 237 0.9 285

In addition to the conventional word error rate (WER)
we evaluated as well the term error rate (TER). TER is often
used to measure the quality of speech transcripts for speed@ble 2: More detailed description and evaluation of the
retrieval applications [1]. Term errors are computed inheac Speech reference transcripts from different decades.
audio segment and the total is counted for each time block
in Table 3. TER is defined as the difference of two word

histograms (the recognition reswt and the correct tran- | Decade| Audio | SNR | Baseline LM | 3+4ip LM
scription R) after stemming (word suffixes excluded) and mins | dB | WER | TER | WER | TER
stopping (common function words excluded) both word set 1940 14 10 73 59 68 55
guences (summatidns over all resulting terms): 1950 52 34 39 42 36 33
1960 17 20 37 33 37 29
TER= Z IR(t) —H(t)|/ Z R(t) * 100%. 1) 1970 35 | 21 | 26 | 34 | 26 | 24
1980 27 21 | 60 | 42 | 60 | 35
3.2 Evaluation by language modelin r 1990 ar 14 48 82 48 8
- y languag g accuracy 2000 50 | 28 | 59 | 75 | 60 | 75

For less complicated, but more approximative, evaluatfon o
the language model performance, we measured the model- o . ) o
ing accuracy by computing the average of the inverse of nexkable 3: Description and evaluation of the audio transicnipt
word prediction probability, a.k.a. perplexity, on somét-le tests. Word (WER%) and term (TER%) error rates are shown
out text data. While the perplexity, or its negative logarit ~for the two LMs using the same acoustic models.
a.k.a. entropy, measures well the accuracy of the LM, itdack
the indication of whether the accuracy improvements con- From Table 1 we see that for most evaluations the lowest
cern the discrimination of the acoustically close rivalbfp  perplexity is obtained by interpolating the all-materid¥L
esis or something else that matters less for the recogniticend the most specific LM (Old or BN, respectively). How-
task. ever, the interpolation between the large News model idstea
The perplexity evaluations were done by the SRILMof the all-material would give almost equal results.
toolkit [14] that was used to train the language models, as Comparisons of the obtained LM accuracy improvements
well. From the left-out texts that are close to certain LMs webetween the different evaluation sets (Table 1) seem to sug-
sampled a transcription from 1940s (CTT) and several frongest the following: 1. For such a well-modeled data set as
1990s (BN). In addition to these we took the transcriptiondBN there is not much further improvements obtainable by
of U.S. Presidential inauguration speeches spanning oxer o adding more either related training data (News) or unrdlate
hundred years (Pres.) and the reference transcripts fram odata (OId). 2. For a data set, such as Presidents, that iymost
evaluation audio data (6 decades). quite different from the main training data (topic, stylada



age), any additional interpolated small LM can improve perdin this paper. The authors would also like to thank Andreas
formance quite much.. 3. If the evaluation data is related to Stolcke at SRI and Rita Singh at CMU for help in different
small but well-matching LM, such as CTT, the interpolationlanguage model formats.
is especially useful.
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