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> Solution 
We  propose  to  use  an  optimized  set  of 
window  lengths  that  summarizes  all  other 
possibly interesting window lengths.!
!
!
!
!
!
!
!
!
!
!
Figure 1: Example of the relative frequency of an event in an event 
sequence. We observe that the sequence contains two trends: a slow 
increase (red line) and a rhythmic component (grey line). 
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> Problem setting 
Event  sequences  often  contain  variability  at  different 
levels. Figure 1 gives an example of a sequence with 
multi-scale  trends.  Choosing  the  length  of  a 
sliding window is difficult yet important.!
!
> Method 
Let  X!(i)  be  the  sub-sequence  of  sequence  X  with 
window length " starting at index i.!
For  a  set  of  window sizes  #  and  a  set  of  indices  I 
compute                                             where f is a 
statistic parameterized by the length of the window.!
Define distance"
!
Now, we want to find the set of k window 
lengths  that  explain  most  of  the 
variation in X. Or, equivalently:!
"
"
"

Optimization algorithm:!
-  Compute k-means clustering with Lloyd’s algorithm!
-  Add the window lengths closest to each centroid!
-  Repeat rep times and choose the best solution!
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> Other experiments 
Type/token  ratio  throughout  several  novels  of 
Charles Dickens.!
Frequency of (di-)nucleotides in DNA of 
Homo Sapiens and Canis Familiaris.!
!
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> Solution stability 
We tested the stability of the optimization algorithm in 
a series of experiments using synthetic data.!
1) Test the stability on a single Bernoulli sequence.!
2) Test the stability over similar sequences.!
3) Test the dependency on the event frequency. !
4) Test how many data samples are required.!
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Figure 2: Results from the four experiments. Experiments 1 and 2 
show that the optimization algorithm is highly robust. Experiment 3 
shows that, when tracing relative event frequencies, the solution is 
independent of the absolute frequency. Finally, experiment 4 shows 
that 1,000 samples is sufficient to have almost no uncertainty.!
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> Burstiness of words!

We computed  the  optimal  sets  of  window lengths  for  
several  bursty  and  non-bursty  words  in  Jane  Austen’s 
Pride & Prejudice.  Burstiness is estimated by 
computing the MLE for the Weibull distribution on the 
inter-arrival times of a word.!
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Figure 3: Bursty words give longer window lengths, because the scale 
structure is less gradual then for uniformly distributed words.!
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Table 1. Using the MLE estimate for the Weibull β parameter as a measure of bursti-
ness, we have selected these 24 words for comparison in our experiments. The words
are the four most and least bursty words in three manually chosen frequency brackets.
Bursty words exhibit greater variation in local frequency and non-bursty words are
almost equally frequent throughout the book.

Frequency Non-bursty Index Bursty Index
Low [39–41] met, rest, right, help 1–4 write, de, william, read 5–8
Medium [175–228] time, soon, other, only 9–12 lady, has, can, may 13–16
High [600–1666] with, not, that, but 17–20 you, is, my, his 21–24

language processing [24] and text mining [23]. Burstiness and dispersion are both
indicators for the stability of the frequency of aword, i.e., a poorly dispersed or very
bursty word tends to be highly frequent in some (parts of) texts and infrequent in
all other (parts of) texts. The difference between the two measures is the level of
granularity used in the analysis; burstiness is computed over running text, while
dispersion is measured at the level of texts. In Section 5.1, we concluded that the
optimal set of window lengths does not have a relation to the frequency of the event
studied, thus it would be interesting to know if the optimal set of window lengths
does depend on the burstiness of an event in a sequence.

To test this, we used the following experiment. We downloaded the popular
novel Pride and Prejudice by Jane Austen, which is freely available through
Project Gutenberg3. The novel has approximately 120,000 words. We then se-
lected 24 words from three frequency bins, of which 12 are bursty and 12 are
non-bursty. In this case, we measured the burstiness of a word by fitting aWeibull
distribution to the inter-arrival time distribution of the word, then the shape pa-
rameter of the distribution is a measure for burstiness [1,23]. The Weibull (or
stretched exponential) distribution is a two-parameter exponential family distri-
bution which can be used to model the distribution of the interarrival-times of
the words. The words are listed in Table 1. To study the effect of burstiness on
the optimal sets of window lengths, we varied the parameter k from three to five
and used window lengths from 1 to 4000.

The result is shown in Figure 6. The measurements for the bursty words are
highlighted using a gray background. The results for Problem 1 (blue lines) are
very interesting. We observe that for the non-bursty words, the results indeed
appear to be all the same. Interestingly, the sets of optimal window lengths
clearly contain longer windows for the bursty words, for any choice of k. This may
be due to the fact that the bursty word exhibits a larger scale structure (bursts
and intervals between bursts) than non-bursty more uniformly distributed words.

6.2 Type/Token Ratio throughout Several Novels

A recent study in linguistics considered the homogeneity of 14 novels by Charles
Dickens [9]. We investigated if the optimal set of window lengths shows significant

3 http://www.gutenberg.org/
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