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Problem setting	

Given two collections of texts (corpora) S and T and a significance threshold α, find 
all words that are significantly more frequent in S than in T, that is with p-value p ≤ α.	


Hypothesis	

•   Previously used methods are based on the bag-of-words model	


-   This model ignores any structure in texts and corpora	

•   Figure 1 illustrates the effect of burstiness	

•   The distribution of bursty words is poorly predicted by the bag-of-words model	


Figure 1: frequency histograms for the words for and I in the British National Corpus 
[1].  The  total  frequency  of  the  words  in  the  corpus  is  similar,  but  the  frequency 
distributions are very different.	


Solution	

•   We propose two novel methods that take into account the burstiness of words	

•   The first method is based on the distribution of inter-arrival times	


-   An inter-arrival time is the number of words between two consecutive 
occurrences of a word	


•   The second method is based on bootstrapping of the frequency distribution	


Conclusion	

•   The bag-of-words model underestimates the variance of the frequency distribution	

•   The two introduced methods give better estimates of this shape	

•   These tests provide more accurate results for computing the statistical significance 
of word frequencies	
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Results: A simple benchmark	


Table 1: Frequency thresholds for a text with 2,000 words and α = 0.01, using the 
British National Corpus [1] as corpus T. We found there is a clear correspondence 
between the burstiness β and the given significance thresholds for the inter-arrival 
time and bootstrap test.  For bursty words (β  < 1.00)  there is  a  large difference 
between the previously used binomial test and the proposed methods. Bootstrapping 
always gives the highest, most conservative threshold.	


Word Freq (106) β Bin IA-W Boot 
the 6.0 1.10 149 143 197 
of 3.0 1.02 82 80 116 
and 2.6 1.08 72 70 95 
to 2.6 1.05 71 70 82 
a 2.2 1.01 61 61 72 
in 1.9 1.01 56 55 73 
that 1.1 0.87 35 38 69 
it 1.1 0.79 34 37 79 
is 1.0 0.77 32 37 54 
was 0.9 0.72 29 35 53 
for 0.9 0.93 29 30 37 
i 0.9 0.57 29 48 110 
‘s 0.8 0.75 27 31 70 
on 0.7 0.91 25 27 37 
you 0.7 0.56 24 42 100 

Results: Comparing p-values between all methods	


Figure 2: Comparison of p-values between the four methods for male and female 
authors of fiction texts in the British National Corpus [1]. Each figure gives p-
values  from  one  method,  against  p-values  in  another  method.  Each  point 
corresponds to a  word.  The in-sets  show more detail  for  p-values < 0.1.  We 
found  that  the  binomial  test  gives  very  different  results  from all  three  other 
methods (top figures). The inter-arrival test using empirical distribution and the 
bootstrap test show great agreement (bottom-centre figure). The inter-arrival test 
using Weibull distribution shows greater variance (bottom-right, bottom-left and 
top-centre  figures).  More  details  and  results  for  the  San  Francisco  Call 
Newspaper Corpus [2] can be found in the paper.	
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Input	

•  Two sets of texts: S and T	

•  Each text is a sequence of words	


Binomial test	

•  An exact test, similar to χ2-test and 
log-likelihood ratio test [2]	

•  Based on assumption that all 
words in a corpus are independent	


•  	


•   pq,T is the probability of word q in 
corpus T	


Burstiness and inter-arrival times	

•  An inter-arrival time is the 
number of words between two 
consecutive occurrences of a word	

•  The distribution can be described 
well by a Weibull distribution [3]	

•  The shape parameter of the 
distribution β, can be interpreted as 
the burstiness of a word	

•  β = 1 corresponds to an 
exponential distribution	

•  The lower the β, the burstier the 
word	


Inter-arrival time test	

•  Based on the distribution of inter-
arrival times	

•  The significance test is done by 
creating N random corpora R1 to RN, 
using the inter-arrival time 
distribution learned from corpus T	

•  We use the empirical p-value:	


•  	


•  The inter-arrival time test can use 
the empirical distribution, or a 
parametric distribution, such as 
Weibull	


Bootstrap test	

•  Based on the word frequency 
distribution	

•  Create N random corpora by 
repeatedly sampling |S| texts from 
corpus T	

•  Again the empirical p-value:	


•  	
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