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Abstract. We present a hew and very simple translation of the bounded model
checking problem which is linear both in the size of the formula and the length
of the bound. The resulting CNF-formula has a linear number of variabids
clauses.
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1 Introduction

Bounded model checking@l[1] (BMC) is a technique for finding bugs in finite state sys-
tem designs violating properties specified in linear temporal logic (LTL). The method
works by mapping @oundedmodel checking problem to the satisfiability problem
(SAT). Given a propositional formula encoding a Kripke structMreepresenting the
system, an LTL formulap and a bound, a propositional formuldM, g, K]| is created
that is satisfiable if and only if the Kripke structuvé contains a counterexample 4o
of lengthk.

BMC has established itself as a complementary method to symbolic model checking
methods based on (ordered) binary decision diagrams (BDDs). The biggest advantage
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of BMC compared to BDDs is its space efficiency; there are some Boolean functions
which cannot be succinctly encoded as a BDD. BMC also produces counterexamples
of minimal length, which eases their interpretation and understanding for debugging
purposes. However, predicting the cases where BMC is more efficient compared to
BDD-based methods is difficult|[2]. Furthermore, BMC is an incomplete method unless
we can determine a value for the boundhich guarantees that no counterexample has
been missed. Several paperé [1,3,4] have investigated techniques for computing this
bound.

The two main ways of improving the performance of BMC is either to improve
solver technology or to modify the encoding of the problem to SAT. Improvements of
the second kind usually rely on the appealing idea that simpler is better. The intuition is
that an encoding which results in fever variables and clauses is usually easier to solve.
We present a new simple encoding for the BMC problem which is linear in the bound,
the system description (i.e. the size of the transition relation as a propositional formula)
and the size of the specification as an LTL formula. The resulting propositional formula
has both dinear number of variables and clauses.

We have experimentally evaluated our new encoding. Our experiments compare the
sizes of the encodings and the required time to solve the instances.

2 Bounded Model Checking

In bounded model checking we consider finite sequences of states in the system, while
LTL formulas specify the infinite behaviour of the system. The key observation by Biere
et al. [1] was that a finite sequence can still represent an infinite path if it contains a loop.
An infinite pathtt= s951... is a(k,1)-loop if there exists integedsandk such that
S_1=andn=($%1...9-1)(S9+1---%)® (we also use the terizloop). A bounded
pathsys; . .. ¢ of lengthk can either havi+ 1 unique states or represent an infinite path
with a (k,1)-loop if ¢ = 51 for some 1< | < k. This can actually be interpreted in two
different ways (corresponding to the same infinite pgthEither the back edge of the
loop is froms,_1 to 51 (the dashed back edge in Fig. 1) or the back edge is fiom

to 5 (the solid back edge in Fi§] 1). The néwop shapedepicted on the right side of
Fig.[1 requirek > 0 for k-loops, which we will silently assume for the rest of the paper.
This loop shape allows a more compact translation than the one in [1], replacing the
k+ 1 copies in the original translation for closing the loopkbgomparisons between

bit vectors encoding states.
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Fig. 1. The two possible cases for a bounded path
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Whenk s fixed there ar&+ 1 different loop possibilities for a bounded path. There
arek different (k,1)-loops and it is of course also possible that no loop exists. The
basic idea of Biere et al.[[1] was to write a formula which is satisfiable iff the path is a
model of the negation of the LTL specification, for each of these cases. The complete
translation simply joins the cases in one big disjunction.

Example. Consider a Kripke structur®l and the formulap = GF—p, “infinitely
often notp”. The negation of the formula BG p, “eventually alway”. We will write
a formula which encodes all possible witnesses of lekdtr the formulaFGp. First,
we need a formula that captures all paths of lerigtiet T(s,s) be the transition
relation ofM as a propositional formula arlds) a predicate over the state variables
defining the initial states. A path of lengitis encoded by the formula:

k

My :=1(s0) A A T(S-1.5)- (1)

i=1

Since the formula we are considering requires an infinite withness we can skip the no
loop case. For fixedd andl we use the following rules to build the formuylg-wj|, for
capturing witnesses of), adapted from_[1] to our new loop shape (the dashed back
edge):

. k—1 ) _ k—1 )
Fal:= Vil Galk:= A il
j=min(i,|-1) j=min(i,1-1)

ThUS||[qJ]|(kJ =V, /\lj(;rlnin(i,pl) p(s;j). For each possiblék,)-loop we must express
the conditionL, := (s = 5-1). Here the states are bit vectors and equality = s;

is defined byA]l,_;s[m| < sj[m], assuming the vectors haweelements and thenth
element is denoted|[m|. The final formula which is satisfiable iff there exists a coun-
terexample of lengtk > 0O is:

<|\=k/ (L|/\|| )) =|(50)/\_/\T(371,S)/\

Without sharing the formula is obviously cubicknLet us focus on the LTL part, the

big underlined disjunction ovdr=1,... k. A first level of sharing can be obtained by
associating the inner conjunction to the right, resulting in a quadratic DAG representa-
tion. Using the same general idea, the inner disjunction can be associated to the left. The
overall size becomes linear. As an example see the circuit ifi Fig.k2=fot. It can still

be further optimised by applyingV (aA b) = a, which essentially results in removing

the middle column of or-gates. However, as has been noted in [5], using associativity
in synthesis is difficult and in general does not avoid the worst case, which is at least
cubic.
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Fig. 2. Circuit encoding for the LTL formul&Gp for k=4
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Fig. 3. Non-linear number of cubes in the translatiorGif — (pUq)) fork=4

As an example for the non-linear behaviour of the original translation [1] consider
the (E)LTL formulaG(r — (puUq)). In the result of the translation we focus on proposi-
tional subformulas, which represent the translation of the inner temporal operator at all
positionsi =0,...,k—1 and all loop starts=1,..., k. Following Def. 13 in[[1] these
formulas are sum of product forms. Each product is a cube of the predjcatesq at
various states. In Fi] 3 we list all cubes that occur as subformul&s=fet. Each cube
is represented by one row of the four matrices in Fjg. 3. Each of the matrices collects
those cubes wheigholds at the same position resp. in the same state.

The number of cubes is at least quadrati&.if-or each positiorj whereq holds,
the p sequences can be shared. Therefore an upper bound on the overall3ikd)is
and notO(k%). The exact size is hard to calculate, but witk?) different cubes in the
example, the size has a quadratic lower bound as well.
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2.1 LTL

An LTL formula ¢ is defined over a set of atomic propositighiB. An LTL formula has
the following syntax:

1. g € APis an LTL formula.
2. If g andd are LTL formulae then so arey, Xy, YU, YR, YA d, andy Vv ¢.

The operators are the next-time operatothe until operatol, and its dual the release
operatorR.

Each formula defines a set of infinite words (models) ot et te (2°P)® be
an infinite word. We denote the suffix of a word= 0p0105. .. by T = 0i0i+10i+2- ..
wherea; € 2AP, andm; denotes the prefig; = 0p01 ... 0;. When a formulap defines a
word Ttat timei this is denotedt = W. The set of infinite words defined by a formujla
is {me (22P)® | = Y}. The relation =" is inductively defined in the following way.

TEY < yeoforPeAPr.

mTE-Y enpFEy

mTEYVvosS T EYorm E¢.
TEPAd < 1t =y andrt = ¢.

mEXY <ty

T = WU < 3n>isuch thatt = ¢ andrd =@ foralli < j<n.
T EWRG < Yn>i, 1" =¢ ormd =y for somei < j < n.

If ™ = @ we simply writert = . This presentation of the semantics is intentionally
redundant. The additional operators allow us to transform any formulaptsiive
normal form Formulas in positive normal form have negations only in front of atomic
propositions. Using the dualitieBU¢ = —(—-WR—-¢), =X = X and De Morgan’s
law, any formula can be transformed without blowup to positive normal form by push-
ing in the negations. All formulas considered in this paper are assumed to be in positive
normal form. We also make use of the standard abbreviafioasp Vv —p for some ar-
bitraryp € AP, L =—T, FY = TUU (finally’), and Gy = LRy = —F-y ('globally’).

A formula holds in a Kripke structure if all paths of the Kripke structure are ac-
cepted by the formula. Formally, a Kripke structure is a tidle- (S T, s, L), whereS
is a set of state§; C Sx Sthe transition relatiorsy € Sthe initial state, and : S— 2AF
a function labelling all states with atomic propositions. We require that the transition
relation is total. A path of the Kripke structure is a sequence of statess1S,. ..
whereg is the initial state and for all> 0 we have thats,s1) € T. The correspond-
ing word Tt of a path§ = $951%... is 1= L(So)L(s1)L(S2) . ... We writeM =y, if for
all pathsg = 9515, .. of M the corresponding worttis defined by, i.e. Ttl= .

Bounded model checking usesbaunded semantics of LTihich safely under
approximates the normal semantics. It allows us to use a boundedmrefigys; . . .
of an infinite pathrtto check the formula. The semantics does a case split depending
on if the infinitetis ak-loop or not. Biere et al[|1] have shown that if a formulas
true in the bounded semantics, denatgé Y, this implies thatt = . The definition
below assumes the formula is in positive normal form.
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Definition 1. ([Ll6]) Given an infinite pathtand bound ke N, a formulay holds in a
pathrtwith bound K iffrt =0 @ where

=l p & pesforpe AP
=, —p & pdgsforpe AP
T WA, & T W1 andTt =) W
T, W1V 2 & T Y1 or i W2
- ey Ttis a k-loop
i x k
T X (i}{nlz'k”q,l/\(i<k) otherwise
3 i gAY <n< iR Y k-loop

= YUy, &
kal Y2 {Hj,igjgk:HHllJzAvnviSn<j5”FEwl otherwise

iji:n%lj(wz_:>3n,i§n<j:n|:ﬂtp1 k-loop

e, LRy, &
'=qu1 Y2 {HJ,ISJSKHP;J(QM/\V”"S”SJT[':sz otherwise

3 A New Translation

Our new translation takes advantage of the fact that for lasso-shaped Kripke structures
the semantics of LTL and CTL coincid2l[7,8]. The intuition is that when each state
has one successor (i.e. the path is lasso-shaped) the semantics of the path quantifiers
A andE of CTL agree. An LTL formula can therefore be evaluated in a lasso-shaped
Kripke structure by a CTL model checker by prefixing each temporal operator by an
E path quantifier[[B], which results in a CTL formt[ﬁ]&Ne can thus use the fixpoint
characterisation of CTL model checking as a starting point for our translation. The new
translation also separates the concern of if the path Iilad )aloop from the semantics
to an independent part of the translation.

The intuition behind our translation is the following. Followirig [1], we generate
a propositional formula which generates all paths of lerigtA part is added to the
translation which makes a choice between the following possibilities. Either (a) there
is no loop, or (b) there is a loop, i.e. a stafe; such thats, = §_; for some index
1 <| < k. The choice and additional constraints under which the choice can be made
are implemented as follows. Fresh varialigsvhich do not depend on the state vari-
ables in any way, are introduced with appropriate constraints such thét tfue then
S-1 = %. We allow at most ong to be true in a satisfying truth assignment. This re-
sults in a lasso-shaped Kripke structure or a simple finite pathlifisdrue. Allowing
simple finite paths is an optimisation and does not affect correctness, but can in some
cases (formulas with safety-counterexamples) result in shorter counterexamples. Model
checking is accomplished by generating propositional formulas to evaluate the greatest
and least fixpoints as required by the implicit CTL formula.

Let M be the Kripke structure of the system afi¢s,s') the symbolic transition
relation. We consider an unrolling of stat®s; ...s. Eachs is a vector of state vari-
ables. The unrolling is obtained by equatiph (1). We require that the Kripke structure

5 Naturally, we could also use thfepath quantifier.
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is lasso-shaped or a finite path. The varialblesin seen as selecting one (or possibly
none) of the possiblé; 1)-loops. This is accomplished by the following constraints.

|[LoopConstraintl, < Loop, A AtMostOng

Loop < AfC1 (I = (S-1 = %))
AtMostOng < AK_; (SmallerExists= ;)
SmallerExists & L
SmallerExists 1 < SmallerExistsv l;, where 0< i <k

In contrast to[[1], our definitions also allow the no loop case even if the path has a
(k,1)-loop.

The until operatoE(P1UY;) can be evaluated by computing the least fixed point
E(W1UWp) = pZ Wy v (W1 AEXZ) (see e.g[19]) while the release operadiy; Ry,)
can be evaluated by computing the greatest fixpgb{dt; RW2) = vZ. W2 A (W1 VEXZ).
The fixpoints are evaluated by first computing an approximatien); for each state
and subformula. After this the results of the approximation are used to compute the
final result|[-]|;. We evaluate the fixpoints fer where 0<i <k+ 1. The last cask+1
is added to make the connections to fixpoints easier to see from the translation.

— i<k i=k+1
It P Vil Ap)
[=pll; -pi \/Ij(:1(|i/\ﬁpj)
X]| ([ Vi (1A 14
WUl |0V (Wl A TWUO ) | VA (154 (wue))))
WRLL | IO A (Wl VIR0 ) | Vs (134 (wR))))
GQuo)); | 815V (111 A (WUB)); ) .
(RO | 1811 A (111 V (WR)); ) T

The auxiliary translatiorf(-)) which computes the approximations for the fixpoints is
defined in the last two rows.

Let us consider the casg = Y1Ry». We initialise ((y)),.,, to true since we are
approximating a greatest fixpoint. Wher<0i < k, the auxiliary translatio({)); is
the normal fixpoint definition of the release operator. The computed approximation of
the fixpoint((y)) is used to initialisé[y] |, , with the value of((y)),, the value of the
approximation in the successor §f when we are dealing with g&;1)-loop. Finally,
[[W]|;, where 0<'i < k, computes the accurate values for each fategain using the
standard fixpoint characterisation of release.

Given a Kripke structur®l, an LTL formulay, and a bound, the complete encod-
ing as a propositional formula is given B, W, K]|.

|[M, W, K]| = [[M]|, A |[LoopConstraints, A [[W][o
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Theorem 1. Given a finite Kripke structure M, a boundkN and an LTL formula),
M has a pathtwith =g W iff [[M, 1, K]| is satisfiable.

Proof. The proof sketch follows the argument at the beginning of this Section. For both
directions we can assume thats given and is a path d¥l. Further assume thatis a
(k,1) loop. The other case is obvious from the definitions. The bounded semantics on a
(k,1) loop coincides with the unbounded semantics. What remains to be proven is that
the LTL part of the translation when partially instantiated witis satisfiable iffrt = .
Instead of checking whethep holds alongmt we check the corresponding CTL
formula g’ on T interpreted as a Kripke structure itself. The CTL formylais ob-
tained fromy by prefixing every temporal operator with the existential path quantifier
E. The ECTL formula)’ can be translated into an alternation free formula of the modal
mu-calculus, which in turn can be transformed into a set of mutual recursive boolean
equations with fixpoint semantics aslin[10]. The event-driven linear fix point algorithm
of [10] is then reformulated symbolically as a non-recursive boolean equation system,
which is equivalent to our definition ¢f]|. O

As in Theorem 9 ofi[ll] we can lift our Theorgm 1 to the unbounded semantics. An
upper bound ork would then be of the orded(|y| - [M| - 2Il). This is easy to show
using the automata-theoretic approach to model checking.However, our main result is
the following:

Theorem 2. |[M, ), k]| seen as Boolean circuit is linear ifT|, |@|, and k. More pre-
cisely, itis of the siz& (| |+ ((|T|+|y|)-K)), where|l| and|T| are the sizes of the initial
state predicate and the transition relation seen as Boolean circuits, respeﬁively.

Proof. Obviously the translation dfoopConstraintgis linear w.r.t.k, since both_oop,
and AtMostOng loop once ovek. We will argue the linearity of[-]| using the until-
case, as it is the most complex. For eack 0 < k, the translation adds a constant
number of constraints. The case- k+ 1 addsk constraints that refer tq(U));. This
does not result in a quadratic formula, even thoygh)); is linear, because(U));
can clearly be shared between the constraints. Linearity)f); is obvious as only a
constant number of constraints are added for each & k+1.0

3.1 Optimising the Translation

A simple way to optimise the translation is to introduce special translations for certain
derived operators. We have developed special translatior@yioFy, GF andFGU.

These formulas have similarities which can also be seen in the way they share trans-
lations in the casé = k+ 1. Note that the translations ¢iGFY]|; and |[FGY]|; are

only dependent on the case- k+ 1 since the semantics of the formulas only places

6 This bound applies to both to the number of gates and the number of wire connections between
the gates of the Boolean circuit in question.
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requirements on states inside the loop.

= i<k i=k+1
Gyl | lglAlcwlha | Ve (114 (Gw);)
Pl | IOTVIFGl | Vi (1A (Fw),)
[GF| GFWley | Vs (1A R0
Foul | [FGWly | Vit (liAdGw);)
(GW)); | 1161k A (GW))is T
GFO | 181V ((FU)ia L

The translations for the above derived operators can be further optimised at the cost of
introducingk + 1 additional variables. However, the new variables are functionally de-
pendent on the variablésand are shared by all subformulas using them. The variables
InLoop;, where 0< j <k, express the fact that the staeis in the loop selected by

thel; variables. Additionally, we introduce the varialtlleopExistavhich is true iff the
pathsys; .. .s¢ has a(k,1)-loop. In other wordsl oopExistss false iff 1 is treated as a
simple path without a loop. This is encoded by the following definitions.

InLoop,; < InLoop Vit forO<i <k
InLoop;, < 11
LoopEXxistss InLoop

With theInLoop variables we can eliminate the need for the auxiliary translgtion

for the derived operators. This simplifies the translation in most cases. The change in
the translation is small as only the casek+ 1 changes. Sharing also occurs between
the translation for different operators as the translation&iprandFGy, and forFy
andGFy are the same.

|[GW]| ;1 = |[FGW]|,. 1 = LoopEXxists\ AK_; (~InLoop V |[W]];)
[FWls2 = |[GFY]ly,1 = VI (InLoop A |[W]];)

3.2 Fairness

In many cases we wish to restrict the possible executions of the system to disallow ex-
ecutions which are unrealistic or impossible in the physical system. The standard way
is to add fairness constraints to the model in order to only obtain interesting counterex-
amples.

There are a few well-known notions of fairnedgstice(weak fairness) requires that
certain conditions are true infinitely ofte@ompassiorgstrong fairness) requires that if
certain conditions are true infinitely often then certain other conditions must also hold
infinitely often.
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Let {J1,...,J;} be a set of Boolean predicates over the state variables which define
the conditions that should be true infinitely often. Justice can then be expressed as the
LTL formula

j
J= /\GFJ.
i=1

Similarly, compassion can be expressed as an LTL formula. A set of pairs of Boolean
predicates{(L1,U1),...,(L¢,Uc)} over the state variables define the compassion sets.
Compassion is defined by the formula

Cc
C = )\ (GFL;i = GFU;).
i=1

We include the fairness constraints in the specification. Thus, instead of model checking
the formulay, we check the formuld A ¢ — . Since our propositional encoding of

LTL formulas is linear, our overhead for handling fairness is linear in the number of
fairness constraints.

4 Related Work

This work can be seen as a continuation of the work done_in [11]. There the bounded
model checking problem for LTL is translated into the problem of finding a stable model
of a normal logic program (another NP-complete problem, see referended in [11]) of
essentially (modulo a constant) the same size as the translation presented here. The
main differences to that work are the following. (i) The translation of [11] uses the close
correspondence between the stable model semantics with the notion of a least fixpoint of
a set of Boolean equations. The “formula variable dependency graphs” of the translation
of [11] are in fact cyclic, while in this work they are acyclic. Seeing the translation
of [11] as a propositional formula would result in a translation whichassound. By
using the correspondence between least fixpoints and stable models the translation for
until and release formulas in [11] do not require the auxiliary translatiohs Thus the
translation of[[11] had to be significantly changed in order to use SAT. Additionally, the
best known automatic translation of the stable model problem to SAT is non-lingar [12].
(ii) The translation in[[11] employs a different system modelling formalism, which
allows for partial order semantics based optimisations. (iii) Moreover, the translation
in [11] also allows for deadlocking systems with LTL interpreted over finite paths in
the case of a deadlock, a feature left for further work in this paper. (iv) Finally, the
implementation presented in this work is new, and based on the NuSMV2 [13] system.
Others have also considered the problem of improving the BMC encddingl[5,6,4].
Cimatti et al. [5] analyse the original encoding [1] and suggest several optimisations.
For instance, they propose a linear encoding for formulas of the &Fm Their trans-
lation is, however, not linear in general. Frisch et[al. [6] approach the translation prob-
lem by using a normal form of LTL and take advantage of the properties of the normal
form. Their procedure modifies the original model and is similar to symbolic tableau-
style approaches for LTL model checking. According to their experiments their ap-
proach produces smaller encodings than [5]. However, their encoding is also non-linear
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in the general case. The non-linearity occurs at least in those cases when model check-
ing a formulay such that after convertingy to positive normal form it contains until
or finally operators. Closest to their method is the so cadlechantictranslation for
BMC [14l4]. The method follows closely the standard automata theoretic approach to
model checking and creates a product syst#mB-.y, whereB_, is a Blichi automaton
representing the negation of the property. The existence of a counterexample is demon-
strated by finding a fair loop in the product system. Since only fair loops are accepted
the method does not find counterexamples without a loop. This is the main drawback of
the method, and is something which could be improved upon in the future. The greatest
advantage of the method is that it can leverage the significant amount of research which
has been invested in improving the efficiency of LTL tadBi automata translators.
The translation results in a linear number of variables but a quadratic number clauses
because of the way fairness is handled. Naturally, the semantic translation could also
be improved to linear by e.g. using the translation presented in this work or that of [5].
Furthermore, the approach used in the experiments of [4] results in a translation which
is exponential in the LTL formula length as the Wring system used produces explicit
state Richi automata instead of symbolic ones. Related to the semantic translation is
the work of [15], which uses a similar product construction. Although the method is
linear in general, the number of state bits in the model is doubled. This blowup does not
occur with our method.

Many researchers have also investigated improving SAT solver efficiency. Strich-
man [2] uses the special properties of the form@lato improve solver efficiency of
BMC problems. As most safety properties can be reduced to checking invariants, the
methods introduced are applicable for safety properties in general. Gupta et al. [16] use
BDD model checking runs for training the solvers to achieve better performance.

5 Experiments

The translation has been straightforwardly implemented as a recursive procedure which
does case analysis based on the translation. Implementation simplicity is, in our opinion,
one of the main strengths of the new translation. The only implementation optimisation
used was a simple cache, implemented as a lookup table, for the va|ugsarid((-));.

This avoids a blow up in run time for certain formulas and speeds up the generation of
the Boolean formula. All encoding optimisations mentioned in $edt. 3.1 have of course
been implemented.

In order to evaluate the practical impact of our new linear translation we have per-
formed two series of experiments. The first series of experiments evaluates the perfor-
mance of the encoding on random formulae in small random Kripke structures, while
the second series of experiments benchmarks the performance on real-life examples.
Our implementation is compared against two bounded LTL model checking algorithms.
Firstly we compare against the standard NuSMV encoding [13], which includes many
of the optimisations of [5]. We also compare against the encodirid of [6] which we will
call Fixpoint. We do not compare against the SNF encoding also availalble in [6] since
generally the Fixpoint encoding performs better than SNF. In order to make all other
implementation differences as small as possible, all of the encodings were benchmarked
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on top of the NuSMV version of D. Sheriddn [6] (obtained from his homepage on 18th
of March 2004) which contains several BMC related optimisations not included in the
standard NuSMV 2.1 distribution. We expect that benchmarking the implementations
on top of NuSMV 2.1 would result in larger running times for all the implementations
in question at least in the random Kripke structures benchmark. It should be noted that
the compact CNF conversion [17] option of the tool was disabled.

In the first series of experiments we generated small random Kripke structures and
random formulae using techniques from [8]. The experiments give us some sense of
how the implementations scale when the bound or the size of the formula is increased.
To demonstrate the cases where the non-linearity of the Fixpoint translation occurs
we generated formulasy which in positive normal form contains a larger percentage
of finally and until operators than other temporal operators. For each formula size we
generate 40 formulas, which we then model check by forcing the model checker to
look for counterexamples which are of exactly the length specified by the bound. The
random Kripke structures we use contain 30 states and one weak fairness constraint
which holds in two randomly selected states. We measure the time used to solve the
SAT instance and the number clauses and variables in the instance.

When benchmarking against NuSMV default translation we varied the size of the
formula from 3 to 10. For each formula size we let the bound grow uk $030.
When benchmarking against Fixpoint translation we were able to increase both the
bounds used and the formula sizes to better demonstrate the differences between the
two translations. We varied the size of the formula from 3 to 14. For each formula size
we let the bound grow up to= 50.

In Figureq 4 anf]5 there are nine plots in each figure which depict the results from
tests with random formulae of the new translation against NuSMV and Fixpoint, re-
spectively. The three top plots show the average time, average number of clauses, and
average number of variables for each formula size over all bounds. In the second row
we have computed the same measures when averaged for each bound over all formula
sizes. The last row shows the averages when the size of formula is fixed at ten. The
plots clearly show the non-linearity of the competing translatiohs [5,6] with respect to
the bound. Something the plots do not show is time for generating the problems. Our
experience is that the new implementation and Fixpoint generated the Boolean formulas
almost instantaneously while for the NuSMV encoding there were cases where gener-
ation time dominated. In fact, a couple of NuUSMV data points had to be omitted from
the averages due to the fact that the generation of the SAT instance took several hours.

In the second series of experiments we used real-life examples. As specifications
we favoured longer formulas since all implementations can translate simple formulas
linearly. The models we used were a model of the alternating bit protocol (abp), a dis-
tributed mutual exclusion algorithm (dme), a bounded resource protocol (brp), a model
of a pci bus (pci), and a model of a 16-bit shift register (srgl6). The results for the
real-life examples are summarised in Tgble 1. We measured the number of variables,
cumulative number of clauses and the time used to verify formulas for the reported
maximum bound. For the real-life examples, Fixpoint or the new translation are usu-
ally the fastest. Our new translation is the most compact one in all cases. However, the
differences are small as the model part of the translation dominates the translation size.
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The shift register example (srg16) shows the strength of a linear translation. NuSMV
could not managk= 20 in a reasonable time while Fixpoint displays non-linear growth
with respect t.

All experiments were performed on a computer with an AMD Athlon XP 2000+
processor and 1 GiB of RAM using the SAT solver zChaffi [18], version 2003.12.04.

Table 1.Benchmarks

Model| k NuSMV Fixpoint New

vars| clauseg time vars| clauseg time vars| clauseg time
abp 16| 19,476] 57,373 32.3| 18,643| 54,637 43.7| 18,024 52,969 7.4
10 7,599 21,811 1.3 8,550| 24,256 1.2 7,471 21,397 15
brp 15| 11,494| 33,226 18.7| 13,150| 37,636 22.0| 11,116| 32,047 17.9
20| 15,514| 45,016| 471 18,050, 51,916| 351 14,761 42,697| 484
10| 53,400 141,438 2.0| 54,407| 144,022 0.9| 53,293| 141,087 2.6
dme |20/ 104,885/ 283,733 180 |107,527| 290,902 263 | 104,173 281,537 471
30| 156,870| 427,528 1,199 | 161,847| 441,382| 1,855 | 155,053 421,987| 1,544
10| 56,414| 167,753 58.3| 56,232| 167,042 56.6| 55,911| 166,214 51.5
pci 15| 85,359| 254,133 568 84,372| 250,947 370 83,756| 249,279 382
20| 115,204 343,213 5,921 | 112,612 335,152( 2,216 | 111,601] 332,344 2,102
20 N/A N/A| N/A 10,540| 28,786 2.3 5,196| 14,921 2.7
srgl6 | 40 N/A N/A | N/A 25,600 71,686 16.6| 10,336| 29,841 22.3
60 N/A N/A | N/A 45,460| 128,986/ 105 15,476 44,761 83.0

6 Conclusions

We have presented a translation of the bounded LTL model checking problem to SAT
which is linear in the bound and the size of the formula. The translation produces a
linear number of variables and clauses in the resulting CNF.

Our benchmarks show that our new translation scales better both in size of the bound
and the size of the formula than previous implementatiohs [5,6]. The translation remains
linear in all cases. However, in some cases either the size of the formula or the bound
must be made large before the benefit shows. One avenue of future work is to include
some of the optimisations presentedlih [5] in order to the improve the performance of
our translation for short formulas and small bounds.

Other avenues of future work also exist. One fairly straightforward generalisation
of our translation is the ability to handle deadlocking executions. This could proba-
bly be done in a manner similar to [11]. Another interesting topic is generalising our
translation to include past temporal logic as the translation 6f [19]. The presented trans-
lation could also benefit from specific SAT solver optimisations. When the translation
is seen as producing Boolean circuits, all of the circuits are monotonic tintteop
variables and state variables (and their negated versions) are given as inputs. A solver
(also CNF-based) could be optimised to take advantage of this.
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