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Abstract A new unfolding approach to LTL model checking is presented, in which the model checking problem can be solved by direct inspection of a certain finite prefix. The techniques presented so far required to run an elaborate algorithm on the prefix.

1 Introduction

Unfoldings are a partial order technique for the verification of concurrent and distributed systems, initially introduced by McMillan [11]. They can be understood as the extension to communicating automata of the well-known unfolding of a finite automaton into a (possibly infinite) tree. The unfolding technique can be applied to systems modelled by Petri nets, communicating automata, or process algebras [4, 3, 10]. It has been used to verify properties of circuits, telecommunication systems, distributed algorithms, and manufacturing systems [1].

Unfoldings have proved to be very suitable for deadlock detection and invariant checking [11]. For these problems, one first constructs a so-called complete prefix [4], a finite initial part of the unfolding containing all the reachable states. This prefix is at most as large as the state space, and usually much smaller (often exponentially smaller). Once the prefix has been constructed, the deadlock detection problem can be easily reduced to a graph problem [11], an integer linear programming problem [12], or to a logic programming problem [8].

In [2, 7] and [17, 16], unfolding-based model checking algorithms have been proposed for a simple branching-time logic and for LTL, respectively. Although the algorithms have been applied with success to a variety of examples, they are not completely satisfactory: After constructing the complete prefix, the model checking problem cannot be yet reduced to a simple problem like, say, finding cycles in a graph. In the case of LTL the intuitive reason is that the infinite sequences of the system are “hidden” in the finite prefix in a complicated way. In order to make them “visible”, a certain graph has to be constructed. Unfortunately, the graph can be exponentially larger than the complete prefix itself.
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Niebert has observed [13] that this exponential blow-up already appears in a system of \( n \) independent processes, each of them consisting of an endless loop with one single action as body. The complete prefix has size \( O(n) \), which in principle should lead to large savings in time and space with respect to an interleaving approach, but the graph is of size \( O(2^n) \), i.e. as large as the state space itself.

In this paper we present a different unfolding technique which overcomes this problem. Instead of unrolling the system until a complete prefix has been generated, we “keep on unrolling” for a while, and stop when certain conditions are met. There are two advantages: (i) the model checking problem can be solved by a direct inspection of the prefix, and so we avoid the construction of the possibly exponential graph; and, (ii) the algorithm for the construction of the new prefix is similar to the old algorithm for the complete prefix; only the definition of a cut-off event needs to be changed. The only disadvantage is the larger size of the new prefix. Fortunately, we are able to provide a bound: the prefix of a system with \( K \) reachable states contains at most \( O(K^2) \) events, assuming that the system is presented as a 1-safe Petri net or as a product of automata\(^1\). Notice that this is an upper bound: the new prefix is usually much smaller than the state space, and in particular for Niebert’s example it grows linearly in \( n \).

The paper is structured as follows (for detailed definitions and proofs see the full version [5]). Section 2 presents the automata theoretic approach to LTL model checking. In Sect. 3 the unfolding method is introduced. Sections 4 and 5 contain the tableau systems for the two subproblems. In Sect. 6 we show how LTL model checking can be solved with the presented tableau systems. In Sect. 7 we conclude and discuss topics for further research.

2 Automata theoretic approach to model checking LTL

Petri nets. We assume that the reader is familiar with basic notions, such as net, preset, postset, marking, firing, firing sequence, and reachability graph. We consider labelled nets, in which places and transitions carry labels taken from a finite alphabet \( \mathcal{L} \), and labelled net systems. We denote a labelled net system by \( \Sigma = (P,T,F,I,M_0) \), where \( P \) and \( T \) are the sets of places and transitions, \( F \) is the flow function \( F : (P \times T) \cup (T \times P) \to \{0,1\}, I : P \cup T \to \mathcal{L} \) is the labelling function, and \( M_0 \) is the initial marking.

We present how to modify the automata theoretic approach to model checking LTL [5] to best suit the net unfolding approach. For technical convenience we use an action-based temporal logic instead of a state-based one, namely the linear temporal logic \( tLTL' \) of Kaivola, which is immune to the stuttering of invisible actions [9]. With small modifications the approach can also handle state based stuttering invariant logics such as LTL-X. Given a finite set \( A \) of actions, and a set \( V \subseteq A \) of visible actions, the abstract syntax of \( tLTL' \) is given by:

\[
\varphi ::= \top \mid \neg \varphi \mid \varphi_1 \lor \varphi_2 \mid \varphi_1 \diamond \varphi_2 \mid \varphi_1 \diamond^a \varphi_2, \text{ where } a \in V
\]

\(^1\) More precisely, the number of non-cut-off events is at most \( O(K^2) \).
Formulas are interpreted over sequences of $A^\omega$. The semantics of $\varphi_1 \cup \varphi_2$ is as expected. Loosely speaking, a sequence $w$ satisfies $\varphi_1 \cup \varphi_2$ if $\varphi_1$ holds until the first $a$ in $w$, and then $\varphi_2$ holds$^2$.

Given a net system $\Sigma = (P, T, F, I, M_0)$, where the transitions of $T$ are labelled with actions from the set $A$, and a formula $\varphi$ of $tLTL'$, the model checking problem consists of deciding if all the infinite firing sequences of $\Sigma$ satisfy $\varphi$.

The automata theoretic approach attacks this problem as follows. First, a procedure similar to that of [6] converts the negation of $\varphi$ into a B"uchi automaton $\mathcal{A}_{\neg \varphi}$ over the alphabet $\Gamma = V \cup \{\tau\}$, where $\tau \notin A$ is a new label used to represent all the invisible actions. Then, this automaton is synchronized with $\Sigma$ on visible actions (see [5] for details). The synchronization can be represented by a new labelled net system $\Sigma_{\neg \varphi}$ containing a transition $(u, t)$ for every $u = q \xrightarrow{a} q'$ in $\mathcal{A}_{\neg \varphi}$ and for every $t \in T$, such that $l(t) = a$ and $a \in V$, plus other transitions for the invisible transitions of $\Sigma$. We say that $(u, t)$ is an infinite-trace monitor if $q'$ is a final state of $\mathcal{A}_{\neg \varphi}$, and a livelock monitor if the automaton $\mathcal{A}_{\neg \varphi}$ accepts an infinite sequence of invisible transitions (a livelock) with $q'$ as initial state. The sets of infinite-trace and livelock monitors are denoted by $I$ and $L$, respectively.

An illegal $\omega$-trace of $\Sigma_{\neg \varphi}$ is an infinite firing sequence $M_0 \xrightarrow{t_1, t_2, \ldots} M$ such that $t_i \in I$ for infinitely many indices $i$. An illegal livelock of $\Sigma_{\neg \varphi}$ is an infinite firing sequence $M_0 \xrightarrow{t_1, t_2, \ldots} M \xrightarrow{t_{i+1}, t_{i+2}, \ldots} M$ such that $t_i \in L$, and $t_{i+k} \in (T \setminus V)$ for all $k \geq 1$. We have the following result:

**Theorem 1.** Let $\Sigma$ be a labelled net system, and $\varphi$ a $tLTL'$-formula. $\Sigma \models \varphi$ if and only if $\Sigma_{\neg \varphi}$ has no illegal $\omega$-traces and no illegal livelocks.

The intuition behind this theorem is as follows. Assume that $\Sigma$ can execute an infinite firing sequence corresponding to a word $w \in (V \cup \{\tau\})^\omega$ violating $\varphi$ (where ‘corresponding’ means that the firing sequence executes the same visible actions in the same order, and an invisible action for each $\tau$). If $w$ contains infinitely many occurrences of visible actions, then $\Sigma_{\neg \varphi}$ contains an illegal $\omega$-trace; if not, it contains an illegal livelock.

In the next sections we provide unfolding-based solutions to the problems of detecting illegal $\omega$-traces and illegal livelocks. We solve the problems in an abstract setting. We fix a net system $\Sigma = (P, T, F, M_0)$, where $T$ is divided into two sets $V$ and $T \setminus V$ of visible and invisible transitions, respectively. Moreover, $T$ contains two special subsets $L$ and $I$. We assume that no reachable marking of $\Sigma$ concurrently enables a transition of $V$ and a transition of $L$. We further assume that $M_0$ does not put more than one token on any place. In particular, when applying the results to the model checking problem for $tLTL'$ and Petri nets, the system $\Sigma$ is the synchronization $\Sigma_{\neg \varphi}$ of a Petri net and a B"uchi automaton, and it satisfies these conditions. We use as running example the net system of Fig. 1. We have $V = \{t_0\}$, $I = \{t_1\}$, and $L = \{t_2\}$. The system has illegal $\omega$-traces (for instance, $(t_1 t_3 t_4 t_6 t_7)^\omega$), but no illegal livelocks.

$^2$ Kaivola’s semantics is interpreted over $A^* \cup A^\omega$, which is a small technical difference.
3 Basic definitions on unfoldings

In this section we briefly introduce the definitions we need to describe the unfolding approach to our two problems. More details can be found in [4].

Occurrence nets. Given two nodes $x$ and $y$ of a net, we say that $x$ is causally related to $y$, denoted by $x \leq y$, if there is a path of arrows from $x$ to $y$. We say that $x$ and $y$ are in conflict, denoted by $x \# y$, if there is a place $z$, different from $x$ and $y$, from which one can reach $x$ and $y$, exiting $z$ by different arrows. Finally, we say that $x$ and $y$ are concurrent, denoted by $x{\surd} y$, if neither $x \leq y$ nor $y \leq x$ nor $x \# y$ hold. A co-set is a set of nodes $X$ such that $x\co y$ for every $x, y \in X$. Occurrence nets are those satisfying the following three properties: the net, seen as a graph, has no cycles; every place has at least one input transition; and, no node is in self-conflict, i.e., $x \# x$ holds for no $x$. A place of an occurrence net is minimal if it has no input transitions. The net of Fig. 2 is an infinite occurrence net with minimal places $a, b$. The default initial marking of an occurrence net puts one token on each minimal place an none in the rest.

Branching processes. We associate to $\Sigma$ a set of labelled occurrence nets, called the branching processes of $\Sigma$. To avoid confusions, we call the places and transitions of branching processes conditions and events, respectively. The conditions and events of branching processes are labelled with places and transitions of $\Sigma$, respectively. The conditions and events of the branching processes are subsets from two sets $B$ and $E$, inductively defined as the smallest sets satisfying:

- $\bot \in E$, where $\bot$ is an special symbol;
- if $e \in E$, then $(p, e) \in B$ for every $p \in P$;
- if $\emptyset \subseteq X \subseteq B$, then $(t, X) \in E$ for every $t \in T$.

In our definitions we make consistent use of these names: The label of a condition $(p, e)$ is $p$, and its unique input event is $e$. Conditions $(p, \bot)$ have no
input event, i.e., the special symbol \( \perp \) is used for the minimal places of the occurrence net. Similarly, the label of an event \((t, X)\) is \(t\), and its set of input conditions is \(X\). The advantage of this scheme is that a branching process is completely determined by its sets of conditions and events. We make use of this and represent a branching process as a pair \((B, E)\).

**Definition 1.** The set of finite branching processes of a net system \(\Sigma\) with the initial marking \(M_0 = \{p_1, \ldots, p_n\}\) is inductively defined as follows:
- \(\{(\perp, \perp), \ldots, (\perp, \perp)\}, \emptyset\) is a branching process of \(\Sigma\),
- If \((B, E)\) is a branching process of \(\Sigma\), \(t \in T\), and \(X \subseteq B\) is a co-set labelled by \(t^*\), then \((B \cup \{(p, e) \mid p \in t^*\}, E \cup \{e\}\) is also a branching process of \(\Sigma\), where \(e = (t, X)\). If \(e \notin E\), then \(e\) is called a possible extension of \((B, E)\).

The set of branching processes of \(\Sigma\) is obtained by declaring that the union of any finite or infinite set of branching processes is also a branching process, where union of branching processes is defined componentwise on conditions and events. Since branching processes are closed under union, there is a unique maximal branching process, called the unfolding of \(\Sigma\). The unfolding of our running example is an infinite occurrence net. Figure 2 shows an initial part. Events and conditions have been assigned identificators that will be used in the examples. For instance, the event \((t_1, \{(p_1, \perp)\})\) is assigned the identificator 1.

![Figure 2. The unfolding of \(\Sigma\)](image)
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3 This is the point at which we use the fact that the initial marking is 1-safe.
Configurations. A configuration of an occurrence net is a set of events \( C \) satisfying the two following properties: \( C \) is causally closed, i.e., if \( e \in C \) and \( e' < e \) then \( e' \in C \), and \( C \) is conflict-free, i.e., no two events of \( C \) are in conflict. Given an event \( e \), we call \( \{ e' \in E \mid e' \leq e \} \) the local configuration of \( e \). Let \( \text{Min} \) denote the set of minimal places of the branching process. A configuration \( C \) of the branching process is associated with a marking of \( \Sigma \) denoted by \( \text{Mark}(C) = I((\text{Min} \cup C^*) \setminus \textbullet C) \).

In Fig. 2, \( \{1, 3, 4, 6\} \) is a configuration, and \( \{1, 4\} \) (not causally closed) or \( \{1, 2\} \) (not conflict-free) are not. A set of events is a configuration if and only if there is one or more firing sequences of the occurrence net (from the default initial marking) containing each event from the set exactly once, and no further events. These firing sequences are called linearisations. The configuration \( \{1, 3, 4, 6\} \) has two linearisations, namely 1 3 4 6 and 3 1 4 6. All linearisations lead to the same reachable marking. For example, the two sequences above lead to the marking \( \{p_1, p_7\} \). By applying the labelling function to a linearisation we obtain a firing sequence of \( \Sigma \). Abusing of language, we also call this firing sequence a linearisation. In our example we obtain \( t_1 t_3 t_4 t_6 \) and \( t_3 t_1 t_4 t_6 \) as linearisations.

Given a configuration \( C \), we denote by \( \triangleright C \) the set of events \( e \in E \), such that: (1) \( e' < e \) for some event \( e' \in C \), and (2) \( e \) is not in conflict with any event of \( C \). Intuitively, \( \triangleright C \) corresponds to the behavior of \( \Sigma \) from the marking reached after executing any of the linearisations of \( C \). We call \( \triangleright C \) the continuation after \( C \) of the unfolding of \( \Sigma \). If \( C_1 \) and \( C_2 \) are two finite configurations leading to the same marking, i.e. \( \text{Mark}(C_1) = M = \text{Mark}(C_2) \), then \( \triangleright C_1 \) and \( \triangleright C_2 \) are isomorphic, i.e., there is a bijection between them which preserves the labelling of events and the causal, conflict, and concurrency relations (see [4]).

4 A tableau system for the illegal \( \omega \)-trace problem

In this section we present an unfolding technique for detecting illegal \( \omega \)-traces. We introduce it using the terminology of tableau systems, the reason being that the technique has many similarities with tableau systems as used for instance in [18] for model-checking LTL, or in [14] for model-checking the mu-calculus. However, no previous knowledge of tableau systems is required.

**Adequate orders.** We need the notion of adequate order on configurations [4]. In fact, our tableau system will be parametric in the adequate order, i.e., we will obtain a different system for each adequate order. Given a configuration \( C \) of the unfolding of \( \Sigma \), we denote by \( C \oplus E \) the set \( C \cup E \), under the condition that \( C \cup E \) is a configuration satisfying \( C \cap E = \emptyset \). We say that \( C \oplus E \) is an extension of \( C \). Now, let \( C_1 \) and \( C_2 \) be two finite configurations leading to the same marking. Then \( \triangleright C_1 \) and \( \triangleright C_2 \) are isomorphic. This isomorphism, say \( f \), induces a mapping from the extensions of \( C_1 \) onto the extensions of \( C_2 \); the image of \( C_1 \oplus E \) under this mapping is \( C_2 \oplus f(E) \).

**Definition 2.** A partial order \( \ll \) on the finite configurations of the unfolding of a net system is an adequate order if:
- $\prec$ is well-founded.
- $C_1 \subset C_2$ implies $C_1 \prec C_2$, and
- $\prec$ is preserved by finite extensions; if $C_1 \prec C_2$ and $\text{Mark}(C_1) = \text{Mark}(C_2)$, then the isomorphism $f$ from above satisfies $C_1 \oplus E \prec C_2 \oplus f(E)$ for all finite extensions $C_1 \oplus E$ of $C_1$.

Total adequate orders are particularly good for our tableau systems because they lead to stronger conditions for an event to be a terminal, and so to smaller tableaux. Total adequate orders for 1-safe Petri nets and for synchronous products of transition systems, have been presented in [4, 3].

4.1 The tableau system

Given a configuration $C$ of the unfolding of $\Sigma$, denote by $\#_I C$ the number of events $e \in C$ labelled by transitions of $I$.

**Definition 3.** An event $e$ of a branching process $BP$ is a repeat (with respect to $\prec$) if $BP$ contains another event $e'$, called the companion of $e$, such that $\text{Mark}([e']) = \text{Mark}([e])$, and either

(I) $e' \prec e$, or

(II) $e' \not\prec e$, $[e'] \prec [e]$, and $\#_I [e'] \geq \#_I[e]$.

A terminal is a minimal repeat with respect to the causal relation; in other words, a repeat $e$ is a terminal if the unfolding of $\Sigma$ contains no repeat $e' \prec e$. Repeats, and in particular terminals, are of type I or type II, according to the condition they satisfy.

Events labelled by $I$-transitions are called $I$-events. A repeat $e$ with companion $e'$ is successful if it is of type I, and $[e] \setminus [e']$ contains some $I$-event. Otherwise it is unsuccessful.

A tableau is a branching process $BP$ such that for every possible extension $e$ of $BP$ at least one of the immediate causal predecessors of $e$ is a terminal. A tableau is successful if at least one of its terminals is successful.

Loosely speaking, a tableau is a branching process which cannot be extended without adding a causal successor to a terminal. In the case of a terminal of type I, $\uparrow [e]$ need not be constructed because $\uparrow [e']$, which is isomorphic to it, will be in the tableau. In the case of a terminal of type II, $\uparrow [e]$ need not be constructed either, because $\uparrow [e']$ will appear in the tableau. However, in order to guarantee completeness, we need the condition $\#_I [e'] \geq \#_I [e]$.

The tableau construction is straightforward. Given $\Sigma = (N, M_0)$, where $M_0 = \{ p_1, \ldots, p_n \}$, start from the branching process $((\{ p_1, \perp \}, \ldots, (p_n, \perp)), \emptyset)$. Add events according to the inductive definition of branching process, but with the restriction that no event having a terminal as a causal predecessor is added. Events are added in $\prec$ order; more precisely, if $[e] \prec [e']$, then $e$ is added before $e'$. The construction terminates when no further events can be added.
We construct the tableau corresponding to the net system of Fig. 1 using the total adequate order of \([4]\).\(^4\) All we need to know about this order is that for the events 4 and 5 in Fig. 2, \([4] \prec [5]\) holds. The tableau is the fragment of the unfolding of Fig. 2 having events 16, 17, and 5 as terminals. Events 16 and 17 are terminals of type I having event 4 as companion. Event 16 is successful because the set \([16] \setminus [4] = \{6, 7, 10, 11, 12, 16\}\) contains an I-event, namely 10. The intuition behind these terminals is rather clear: a terminal of type I corresponds to a cycle in the reachability graph. Loosely speaking, the events of \([16] \setminus [4]\) correspond to a firing sequence leading from \(Mark([4])\) to \(Mark([16])\), and these two markings coincide. Since \([16] \setminus [4]\) contains an I-event, the firing sequence contains a transition of \(I\), and so we have found an illegal \(\omega\)-trace. The set \([17] \setminus [4]\) doesn’t contain any I-event, but \([17]\) need not be constructed, because it is isomorphic to \([4]\). Event 5 is a terminal of type II with event 4 as companion because \(Mark([4]) = \{p_0, p_7\} = Mark([5]), [4] \prec [5]\), and \(1 = \#_I[4] > \#_I[5] = 0\). The intuition is that \([4]\) need not be constructed, because it is isomorphic to \([4]\). However, this doesn’t explain why the condition \(\#_I[e'] > \#_I[e]\) is needed.

In \([5]\) we present an example showing that after removing this condition the tableau system is no longer complete.

Let \(K\) denote the number of reachable markings of \(\Sigma\), and let \(B\) denote the maximum number of tokens that the reachable markings of \(\Sigma\) put in all the places of \(\Sigma\). We have the following result:

**Theorem 2.** Let \(T\) be a tableau of \(\Sigma\) constructed according to a total adequate order \(\prec\).

- \(T\) is successful if and only if \(\Sigma\) has an illegal \(\omega\)-trace.
- \(T\) contains at most \(K^2 \cdot B\) non-terminal events.
- If the transitions of \(I\) are pairwise non-concurrent, then \(T\) contains at most \(K^2\) non-terminal events.

## 5 A tableau system for the illegal livelock problem

The tableau system for the illegal livelock problem is a bit more involved that that of the illegal \(\omega\)-trace problem. In a first step we compute a set \(CP = \{M_1, \ldots, M_n\}\) of reachable markings of \(\Sigma\), called the set of checkpoints. This set has the following property: if \(\Sigma\) has an illegal livelock, then it also has an illegal livelock \(M_0 \xrightarrow{t_1 \cdots t_n} M \xrightarrow{l_{_L} \cdots} \) such that \(t_i \in L\) and \(M\) is a checkpoint. For the computation of \(CP\) we use the unfolding technique of \([4]\) or \([3]\); the procedure is described in Sect. 5.1.

The tableau system solves the problem whether some checkpoint enables an infinite sequence of invisible actions. Clearly, \(\Sigma\) has an illegal livelock if and only if this is indeed the case. For this, we consider the net \(N_{inv}\) obtained from \(N\) by removing all the visible transitions together with their adjacent arcs. We construct unfoldings for the net systems \((N_{inv}, M_1), \ldots, (N_{inv}, M_n)\), and check

\(^4\) We can also take the order of \([3]\), which for this example yields the same results.
on them if the systems exhibit some infinite behavior. The tableau system is described in Sect. 5.2.

5.1 Computing the set of checkpoints.

We construct the complete prefix of the unfolding of $\Sigma$ as defined in [4] or [3]. In the terminology of this paper, the complete prefix corresponds to a tableau in which an event $e$ is a terminal if there is an event $e'$ such that $\text{Mark}(\{e\}) = \text{Mark}(\{e'\})$, and $\text{Mark}(\{e\}) \prec \text{Mark}(\{e'\})$.

**Definition 4.** A marking $M$ belongs to the set $CP$ of checkpoints of $\Sigma$ if $M = \text{Mark}(\{e\})$ for some non-terminal event $e$ of the complete prefix of $\Sigma$ labelled by a transition of $L$.

Let us compute $CP$ for our example. The complete prefix of $\Sigma$ coincides with the tableau for the illegal $\omega$-trace problem. The events labelled by $t_2$, the only transition of $L$, are 2 and 11. The corresponding markings are $\text{Mark}(\{2\}) = \{p_2, p_4\}$ and $\text{Mark}(\{11\}) = \{p_4, p_7\}$. So $CP = \{\{p_2, p_4\}, \{p_4, p_7\}\}$.

5.2 The tableau system

Let $\{M_1, \ldots, M_n\}$ be the set of checkpoints obtained in the first phase. We will use $\Sigma_1, \ldots, \Sigma_n$ to denote the net systems $(N_{\text{inv}}, M_1), \ldots, (N_{\text{inv}}, M_n)$.

**Definition 5.** Let $BP_1, \ldots, BP_n$ be branching processes of $\Sigma_1, \ldots, \Sigma_n$, respectively. An event $e$ of $BP_i$ is a repeat (with respect to $\prec$) if there is an index $j \leq i$ and an event $e'$ in $BP_j$, called the companion of $e$, such that $\text{Mark}(\{e'\}) = \text{Mark}(\{e\})$, and either

1. $j < i$, or
2. $i = j$ and $e' < e$, or
3. $i = j, \neg(e' < e), \text{Mark}(\{e'\}) \prec \text{Mark}(\{e\})$, and $|\text{Mark}(\{e'\})| \geq |\text{Mark}(\{e\})|$.

A repeat $e$ of $BP_i$ is a terminal if $BP_i$ contains no repeat $e' < e$. Repeats, and in particular terminals, are of type I, II, or III, according to the condition they satisfy. A repeat $e$ with companion $e'$ is successful if it is of type II, and unsuccessful otherwise.

A tableau is a tuple $BP_1, \ldots, BP_n$ of branching processes of $\Sigma_1, \ldots, \Sigma_n$ such that for every $1 \leq i \leq n$ and for every possible extension $e$ of $BP_i$ at least one of the immediate causal predecessors of $e$ is a terminal. Each $BP_i$ is called a tableau component. A tableau is successful if at least one of its terminals is successful.

Observe that an event of $BP_i$ can be a repeat because of an event that belongs to another branching process $BP_j$. The definition of repeat depends on the order of the checkpoints, but the tableau system defined above is sound and complete for any fixed order. Because the definition of the tableau component
BPᵢ depends only on the components with a smaller index, we can create the tableau components in increasing i order. Tableau components are constructed as for the illegal ω-trace problem, using the new definition of terminal.

The tableau for our example is shown in Fig. 3. The names of places and transitions have been chosen to match “pieces” of the unfolding in Fig 2. The first tableau component contains no terminals; the construction terminates because no event labelled by an invisible transition can be added. In the second component, event 12 is a terminal with event 3 in the first component as companion. The intuition is that we don’t need to unfold beyond 12 in the second component, because what we construct can be found after 3 in the first component.

Similarly to the case of the illegal ω-trace problem, a terminal of type II corresponds to a cycle in the reachability graph. Since the transitions of Ninv are all invisible, such a cycle always originates an illegal livelock, and so terminals of type II are always successful. For terminals of type III, the intuition is that ↑|ε| need not be constructed, because it is isomorphic to ↑|ε′|. The condition ||ε′|| ≥ ||ε|| is required for completeness (see [5]). We have the following result:

**Theorem 3.** Let ℰ₁, . . . , ℰₙ be a tableau of Σ₁, . . . , Σₙ constructed according to a total adequate order <.

- ℰ₁, . . . , ℰₙ is successful if and only if Σ contains an illegal livelock.
- ℰ₁, . . . , ℰₙ contain together at most K² ⋅ B non-terminal events.

### 5.3 A tableau system for the 1-safe case

If Σ is 1-safe then we can modify the tableau system to obtain a bound of K² non-terminal events. We modify the definition of the repeats of type II and III:

(Π') i = j and ¬(e' # e), or
(III') \( i = j, e' \neq e, [e'] \prec [e], \text{and } |[e']| \geq |[e]|. \)

**Theorem 4.** Let \( \Sigma \) be 1-safe. Let \( \mathcal{T}_1, \ldots, \mathcal{T}_n \) be a tableau of \( \Sigma_1, \ldots, \Sigma_n \) constructed according to a total adequate order \( \prec \), and to the new definition of repeats of type II and III.

- \( \mathcal{T}_1, \ldots, \mathcal{T}_n \) is successful if and only if \( \Sigma \) contains an illegal livelock.
- \( \mathcal{T}_1, \ldots, \mathcal{T}_n \) contain together at most \( K^2 \) non-terminal events.

6  A tableau system for LTL model checking

Putting the tableau systems of Sections 4 and 5 together, we obtain a tableau system for the model checking problem of tLTL'. For the sake of clarity we have considered the illegal \( \omega \)-trace problem and the illegal livelock problem separately. However, when implementing the tableau systems there is no reason to do so. Since all the branching processes we need to construct are “embedded” in the unfolding of \( \Sigma_\varphi \), it suffices in fact to construct one single branching process, namely the union of all the processes needed to solve both problems.

Clearly, this prefix contains \( O(K^2 \cdot B) \) non-terminal events. If the system is presented as a 1-safe Petri net, then the prefix contains \( O(K^2) \) non-terminal events because the following two conditions hold: (i) None of the reachable markings of the synchronization \( \Sigma_\varphi \) enable two \( I \)-transitions concurrently. (ii) If the system is a 1-safe Petri net, then the synchronization \( \Sigma_\varphi \) is also 1-safe.

7  Conclusions

We have presented a new unfolding technique for checking LTL-properties. We first make use of the automata-theoretic approach to model checking: a combined system is constructed as the product of the system itself and of an automaton for the negation of the property to be checked. The model checking problem reduces to the illegal \( \omega \)-trace problem and to the illegal livelock problem for the combined system. Both problems are solved by constructing certain prefixes of the net unfolding of the combined system. In fact, it suffices to construct the union of these prefixes.

The prefixes can be seen as tableau systems for the illegal \( \omega \)-trace and the illegal livelock problem. We have proved soundness and completeness of these tableau systems, and we have given an upper bound on the size of the tableau. For systems presented as 1-safe Petri nets or products of automata, tableaux contain at most size \( O(K^2) \) (non-terminal) events, where \( K \) is the number of reachable states of the system. An interesting open problem is the existence of a better tableau system such that tableaux contain at most \( O(K) \) events. We conjecture that it doesn’t exist.

The main advantage of our approach is its simplicity. Wallner’s approach proceeds in two steps: construction of a complete prefix, and then construction of a graph. The definition of a graph is non-trivial, and the graph itself can be exponential in the size of the complete prefix. Our approach makes the construction of the graph unnecessary. The price to pay is a larger prefix.
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