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ABSTRACT

We have developed a prototype platform for contextual in-
formation access in mobile settings. Objects, people, and
the environment are considered as contextual channels or
cues to more information. The system infers, based on gaze,
speech and other implicit feedback signals, which of the
contextual cues are relevant, retrieves more information rel-
evant to the cues, and presents the information with Aug-
mented Reality (AR) techniques on a handheld or head-
mounted display. The augmented information becomes po-
tential contextual cues as well, and its relevance is assessed
to provide more information. In essence, the platform turns
the real world into an information browser which focuses
proactively on the information inferred to be the most rel-
evant for the user. We present the first pilot application, a
Virtual Laboratory Guide, and its early evaluation results.

1. INTRODUCTION

In pervasive computing systems, there is often a need to
provide users with a way to access and search through ubiq-
uitous information associated with real world objects and
locations. Technology such as Augmented Reality (AR)
allows virtual information to be overlaid on the users’ en-
vironment [1], and can be used as a way to view contex-
tual information. However, there are interesting research
questions that need to be addressed: how to know when
to present information to the user, how to decide what to
present given the plenitude of information, and what is the
best way for users to interact with the information. As pointed
out in [2], pervasive computing applications need to place
few demands on the user’s attention and be sensitive to con-
text.

The authors appear in alphabetical order.

We are interested in the problem of how to efficiently re-
trieve and present contextual information in real-world en-
vironments where (i) it is hard to formulate explicit search
queries and (ii) the temporal and spatial context provides
potentially useful search cues. In other words, the user
may not have an explicit query in mind or may not even
be searching, and the information relevant to him or her is
likely to be related to objects in the surrounding environ-
ment or other current context cues.

The scenario is that the user wears data glasses and sen-
sors measuring his or her actions, or alternatively a hand-
held display with virtual see-through capability. The mea-
sured actions include gaze patterns and the visual focus of
attention. Using the implicit measurements about the user’s
interactions with the environment, we can infer which of
the potential search cues (objects, people) are relevant for
the user at the current point of time, retrieve and place aug-
mented retrieved information into the user’s view. This new
augmented information forms part of the user’s visual con-
text, and once the user’s interaction with the new context is
measured, more fine-grained inferences about relevance can
be made, and the search refined (Figure 1).

To realize this scenario, several elements are needed.
First, objects and people should be recognized as potential
cues. People are detected using face recognition techniques.
Objects are recognized from the fiducial markers attached
to them. The relevance of these cues needs to be inferred
from gaze patterns and other implicit feedback using ma-
chine learning methods. Second, context-sensitive informa-
tion retrieval needs to operate proactively given the relevant
cues. Finally, the retrieved information needs to be overlaid
on the user’s view with AR techniques and modern display
devices.

In this paper, we present a hardware and software plat-
form we have developed which meets these needs, and a
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Fig. 1. Information retrieval (IR) is done in a loop where rel-
evance of already augmented information (Augmented Re-
ality, AR) and of the objects in the scene is inferred from
user’s observed interaction with them. Then more informa-
tion is retrieved given any contextual cues and the inferred
relevance, and new information is augmented.

demonstration prototype application created using the plat-
form. This application is a Virtual Laboratory Guide, which
will help a visitor to a university department by searching
and presenting context-sensitive virtual information about
the people, offices, and artifacts that appear as needed and
disappear when not attended to.

In the remainder of this paper, we first review earlier
related work, and describe the lessons learned which our
research builds on. Then we discuss the hardware and soft-
ware platform we developed, and finally present the Virtual
Laboratory Guide application and a user evaluation of the
technology.

2. RELATED WORK

In previous research, wearable and mobile AR systems have
been used to display virtual contextual cues in the surround-
ing real environment. For example, the Touring Machine
[3] added virtual tags to real university buildings showing
which departments were in the buildings. A similar effect
is created using the commercially available Layar1 or Wik-
itude2 applications for mobile phones, both of which pro-
vide virtual information tags on the real world. These in-
terfaces highlight the need to filter information according to
the user’s interest, and present it in an uncluttered way so
that it is easy to interact with. In most cases, mobile AR in-
terfaces require explicit user input specifying the topics of

1 http://layar.com/ 2 http://www.wikitude.org/

interest to the user. In our research we want to develop a
system that uses unobtrusive implicit input from the user to
select and present relevant contextual information.

Contextual information retrieval takes into account the
task the user is currently involved in, such as shopping or
medical diagnosis, or the context expressed within a given
domain, such as locations of the restaurants — see [4] for
a recent overview. We use face and speech recognition and
gaze location to measure context. Gaze and face recogni-
tion provide important implicit cues about where the user
is looking and whom he is interested in. For example, [5]
describes on a conceptual level how wearable computers
could be used as an ideal platform for mobile augmented
reality, and how they could enable many applications, in-
cluding face recognition.

Studies of eye movements during natural behavior, such
as driving a car or playing ball games, have shown that
eye movements are highly task-dependent and that the gaze
is mostly directed towards objects that are relevant for the
task [6]. Gaze has been used as a measure of interest in
virtual environments [7]. Eye tracking has been used as im-
plicit feedback for inferring relevance in text [8, 9], and im-
age [10, 11] retrieval applications on a conventional desk-
top computer. We have shown that there is information in
the gaze signal useful for constructing implicit queries for
textual search from reading patterns [12]. These results in-
dicate that gaze direction is a useful information source for
inferring the focus of attention, and that relevance informa-
tion can be extracted even without any conscious effort from
the user.

Gaze-controlled augmented reality user interfaces are an
emerging research field. So far, the research has been con-
centrated on the problem of explicitly selecting objects with
gaze [13]. The conceptual idea of using gaze to monitor the
user’s interest implicitly in a mobile AR system has been
presented previously [13, 14], but until now a working sys-
tem has not been demonstrated or evaluated.

Speech recognition in human-computer interfaces has
been a subject of extensive study (for a review, see [15]).
For example, the observed sound information has been aug-
mented using a model of attention based on measuring the
head posture [16], and [17] by measuring gaze on a com-
puter display. However, as far as we are aware, the idea
of combining gaze-based and speech-based implicit input
about the interests and context in interaction with persons
and objects in the real world is novel.

Julier et al. [18] have presented the idea of using real-
world context as a search cue in information retrieval, and
implemented a system which filters information based on
physical location, for selecting what is displayed to the user
in the AR interface. The main purpose of information fil-
tering is to prioritize and reduce the amount of information
presented in order to show only what is most relevant to the



97

Fig. 2. The display devices. On the left, the head-mounted display (HMD), a wearable virtual see-through near-to-eye display
with an integrated gaze tracker. On the right, an ultra-mobile PC (UMPC), a handheld computer with a virtual see-through
display.

user. Already in the Touring Machine [3] more information
and menu choices were shown for objects that had remained
in the center of the user’s view for a long enough time. This
kind of contextual user feedback is, however, more explicit
than implicit by nature. With our gaze tracking hardware
we have been able to detect the implicit targets of the user’s
attention and to use that data in information filtering. As de-
scribed in the previous section, there have been studies on
using gaze as a form of relevance feedback, but to the best
of our knowledge, the current work is the first one to use
implicit gaze data for contextual information filtering in an
AR setup and to evaluate its usefulness with a user study.

3. CONTEXTUAL INFORMATION ACCESS
SYSTEM

We have implemented a pilot software system that can be
used in on-line studies of contextual information access. It
recognizes potential targets of interest, infers their relevance
by observing user’s behavior, retrieves related information,
and augments it onto a display.

Our system can use two alternative output devices to dis-
play the retrieved information; (1) a head-mounted near-to-
eye display (HMD) with an integrated gaze tracker and a
camera (Figure 2 left), and (2) a handheld Sony Vaio ultra-
mobile PC (UMPC) or a standard laptop with a camera (Fig-
ure 2 right). The near-to-eye display device is a research
prototype provided by Nokia Research Center [19].

The system incorporates a face recognition system that
detects and recognizes human faces. The detection is done
by the Viola & Jones face detector [20] as implemented in
OpenCV library. The detected faces are transmitted wire-
lessly to an image database server for recognition using the
MPEG-7 Face Recognition descriptor [21] and a k-nn clas-
sifier. If a face is missed (e.g., due to occlusion, changes in
lighting, excessive rotation or camera movement), we initi-
ate an optical flow tracking algorithm [22], which continues

to track the approximate location of the face until either the
face detector is again able to detect the face or the tracked
keypoints become too dispersed and the tracking is lost.

The system can also detect two-dimensional AR mark-
ers which are used to indicate objects and indoor locations.
We use the ALVAR augmented reality library3, developed
by the VTT Technical Research Centre of Finland, for de-
tecting the fiducial markers and determining camera pose
relative to them.

The system uses speech recognition to gather contex-
tual cues from the user’s speech. The speech transcript of
a recognized utterance is used to determine the underlying
topic of discussion. In the current pilot system, we have a
fixed set of potential topics, and the decision between top-
ics is made according to keywords detected from the tran-
scripts. Later, it will be possible to generate multiple topics
with corresponding keyword lists automatically using basic
information retrieval techniques. We use an online large-
vocabulary speech recognizer developed at Aalto University
[23]. The system utilizes triphone Hidden Markov models
as context-dependent and gender- and speaker-independent
phoneme models. As a statistical language model, the sys-
tem has a large 6-gram model of data-driven morpheme-like
units trained on a 150 million words text corpus.

The system needs to decide which of the currently visi-
ble objects or people should receive augmented information
at any given time. It does this by inferring the relevance
from gaze (with the HMD) or pointing (with the UMPC)
patterns. In this first pilot system, the relevance of an object
is estimated by the proportion of the total time an object, or
related augmented annotations, have been under visual at-
tention or have been pointed towards within a time window.

We use contextual information retrieval to select the most
useful information to display. The information database of
the current pilot contains short textual snippets about peo-
ple and objects. Each database entry is constrained to ap-
3 virtual.vtt.fi/virtual/proj2/multimedia/alvar.html
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Fig. 3. Screenshots from the Virtual Laboratory Guide. Left: The guide shows augmented information about a recognized
person. Right: The guide has recognized that the user is interested in research, and shows in the pop-ups mainly research-
related information.

pear only in some contexts. The entry that best matches the
current measured context is shown.

In our application the context, from which the query is
inferred, is the set of real world objects and people around
the user, and the currently visible augmented information.
The role of the relevance inference is to indicate which of
the many potential real or virtual objects should contribute
to further information retrieval. The context is encoded as
a feature vector that contains information about which ob-
jects or persons have been seen recently, and which topics
the user is currently interested in. The potential topics are
weighted based on the inferred the amount of attention dif-
ferent kinds of annotations have received previously, and
the discussion topic recognized by the speech recognizer.
Other context features, such as time and location, can be
added in the future. For clarity, it is worthwhile to note
that the topic of the context inferred from speech overrides
the topic inferred from gaze, based on the prior belief that
speech includes more accurate information than gaze.

The retrieved information is rendered on an AR over-
lay on top of video of the real world. The annotations are
kept close to the objects or persons they are related to. The
augmented content becomes part of the visible environment,
and the user’s interaction with the augmentations affects
what kind of information is displayed in the future.

The objective of the application is to discover relevant
contextual information and provide it to the user non-
disruptively. This is accomplished by minimizing the amount
of information shown, and by displaying only information
that is assumed to be relevant for the user in the given con-
text.

4. SYSTEM EVALUATION

As a pilot application for testing the framework we have
implemented an AR guide for a visitor at a university de-
partment. The Virtual Laboratory Guide shows relevant in-
formation and helps the visitor to navigate the department.
The guide is able to recognize people, offices and research
posters, and complements them with information related to
research or teaching.

Figure 3 shows sample screenshots from the pilot appli-
cation; in the first screenshot two topics are displayed for the
user to choose from, and in the second the user has been in-
ferred to be more interested in research-related annotations.

A small-scale pilot study was conducted to provide an
informal user evaluation of the Virtual Laboratory Guide ap-
plication, and to test the usefulness of our AR platform. The
main goal of the study was to collect feedback on how use-
ful people felt the ability to access virtual information was
and to find potential areas of further improvement in our
system. We additionally compared the usability of alterna-
tive user interfaces: a handheld ultra-mobile PC (UMPC)
and a head-mounted near-to-eye display (HMD). The head-
mounted display is a very early prototype which will natu-
rally affect the results. Figure 2 shows the display devices.

The 8 subjects (all male) were university students or re-
searchers aged from 23 to 32 years old. None of them had
prior experience with the Virtual Laboratory Guide appli-
cation. Each subject used the display configurations (HMD
or UMPC) in a counterbalanced in order to remove order
effects. Before the experiments started each subject was
trained on how to use the devices.

The subjects were asked to find answers to two ques-
tions about research or teaching. The answers were avail-
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Fig. 4. Average scores with standard deviations for the us-
ability questionary on 7-point Likert scale in ultra-mobile
PC (UMPC) and head-mounted display (HMD) conditions.

able through the information augmented on the real objects
(posters or course material) or on the people. When the
subject had completed one task, the experiment supervisor
changed the topic of the augmented information by speak-
ing an utterance containing some keywords for the desired
topic to the speech recognizer.

After each display condition the subjects were asked
what they liked best and least about the conditions. We also
collected answers to the following questions on a 7-point
Likert scale: Q1: How easy was it to use the application?
Q2: How easy was it to see the AR information? Q3 How
useful was the application in helping you learn new infor-
mation? Q4 How well do you think you performed in the
task? Q5 How easy was it to remember the information pre-
sented? Q6 How much did you enjoy using the application?

4.1. Results

In general, users were able to complete the task with ei-
ther the head-mounted display or the handheld display, and
found the system a useful tool for presenting contextual in-
formation. Figure 4 shows a graphical depiction of the ques-
tionnaire results.

Although the test subjects generally liked the ability to
see information about real-world objects in AR, there were
some problems in both of the devices we tested that affected
the ease of use (question 1). In further interview questions
the users clarified that the most severe weakness in the head-
mounted display was the quality of the image which made
it difficult to read augmented texts. The subjects also felt
the handheld display was too heavy and had too small a
screen. Two persons said that they found the eye track-
ing and hands-free nature of the head-mounted display to
be beneficial. There were no statistically significant differ-
ences between the two display conditions, except in the sec-
ond question (how easy was it to see the AR information),
where the subjects rated the UMPC as easier (p = 0.016,
paired Wilcoxon signed rank test).

These preliminary results indicate that the test subjects
were generally favorable towards the idea of contextual in-

formation access. However, both device interfaces we tested
here still have weaknesses. A more formal user study will
be completed in the future with a second-generation head-
mounted display that is more comfortable and has better
screen quality, and a lighter hand-held display.

5. DISCUSSION

We have proposed a novel AR application which infers the
interests of the user based on his or her behavior, most no-
tably gaze and speech. The application uses implicit feed-
back and contextual information to predict which pieces of
information are relevant and when should they be shown
over the video display of the real world. We have performed
a usability study to validate our proposed approach. With
the working prototype platform we are able to study related
research questions more thoroughly in the future. Espe-
cially performance of the individual components, like face
and speech recognition and the more open-ended IR imple-
mentation, should be studied.
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