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Abstract. We tackle the problem of new users or documents in collab-
orative filtering. Generalization over users by grouping them into user
groups is beneficial when a rating is to be predicted for a relatively new
document having only few observed ratings. The same applies for doc-
uments in the case of new users. We have shown earlier that if there
are both new users and new documents, two-way generalization becomes
necessary, and introduced a probabilistic Two-Way Model for the task.
The task of finding a two-way grouping is a non-trivial combinatorial
problem, which makes it computationally difficult. We suggest approxi-
mating the Two-Way Model with two URP models; one that groups users
and one that groups documents. Their two predictions are combined us-
ing a product of experts model. This combination of two one-way models
achieves even better prediction performance than the original Two-Way
Model.

1 Introduction

This paper considers models for the task of predicting relevance values for user–
item pairs based on a set of observed ratings of users for the items. In particular,
we concentrate on the task of predicting relevance when very few ratings are
known for each user or item.1

In so-called collaborative filtering methods the predictions are based on the
opinions of similar-minded users. Collaborative filtering is needed when the task
is to make personalized predictions but there is not enough data available for each
user individually. The early collaborative filtering methods were memory-based
(see, e.g., [1,2]). Model-based approaches are justified by the poor scaling of the
memory-based techniques. Recent work includes probabilistic and information-
theoretic models, see for instance [3,4,5,6].

A family of models most related to our work are the latent topic models,
which have been successfully used in document modeling but also in collabora-
tive filtering [7,8,9,10,11,12,13,14,15,16,17]. The closest related models include
probabilistic Latent Semantic Analysis (pLSA; [3]), Latent Dirichlet Allocation

1 The models we discuss are generally applicable, but since our prototype application
area has been information retrieval we will refer to the items as documents.
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(LDA; [18,19]), and User Rating Profile model (URP; [20]), which all assume a
one-way grouping. In addition, there is a two-way grouping model, called Flexi-
ble Mixture Model (FMM; [21]). We have discussed the main differences between
our Two-Way Model and these related models in [22].

1.1 Cold-Start Problem

Since a collaborative filtering system has to rely on the past experiences of the
users, it will have problems when assessing new documents that have not yet
been seen by most of the users. Making the collaborative filtering scheme item-
based, that is, grouping items or documents instead of users, would in turn
imply the problem where new users that have only few ratings will get poor
predictions. This problem of unseen or almost unseen users and documents is
generally referred to as the cold-start problem in recommender system literature,
see for instance [23]. The Two-Way Model was proposed to tackle this problem
of either new users or new documents [22,24].

1.2 Approximating Two-Way Model with Two One-Way Models

It has been shown for hard biclustering of binary data matrices, that cluster-
ing the marginals independently to produce a check-board-like biclustering is
guaranteed to achieve fairly good results compared to the NP-hard optimal so-
lution. An approximation ratio for the crossing of two one-way clusterings has
been proven [25,26]. Inspired by this theoretical guarantee, we suggest approxi-
mating the Two-Way Model with two User Rating Profile models (URP, [20]);
one that groups users and one that groups documents. The combination of the
two Gibbs-sampled probabilistic predictions is made using a product of experts
model [27].

We have followed the experimental setups of our earlier study [22] in order
to be able to compare the results in a straightforward manner. We briefly de-
scribe the experimental scenarios, the performance measures and the baseline
models in Sect. 3. In Sect. 4.1 we demonstrate with clearly clustered toy data
how the product of two URP models improves the relevance predictions of the
corresponding one-way models. Finally, in Sect. 4.2 we show in a real-world case
study from our earlier paper that the proposed method works as expected also
in practice.

We expected the proposed method to have the advantage of giving better
predictions than the individual one-way models with the computational com-
plexity of the one-way model. The one-way grouping models are faster and more
reliable in their convergence than the Two-Way Model, basically because of the
difference in the intrinsic complexity of the tasks they are solving.

2 Method

Originally, User Rating Profile model was suggested to be estimated by varia-
tional approximation (variational URP, [20]), but we have introduced also Gibbs-
sampled variants of the model in [22,24] (Gibbs URP and Gibbs URP-GEN).
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The difference between a one-way model and the Two-Way Model is whether to
cluster only users (documents) or to cluster both users and documents. Another
difference between URP and the Two-Way Model is whether the users and doc-
uments are assumed to be generated by the model or treated as covariates of
the model. In our earlier study [22] it was found that unless the data marginals
are especially misleading about the full data, it is always useful to design the
model to be fully generative, in contrast to seeing users and documents as given
covariates of the model. Therefore, we have only included the generative variants
of Gibbs URP models is this study (Gibbs URP-GEN).

2.1 One-Way Grouping Models

In Fig. 1 we show graphical representations of the generative Gibbs URP model
introduced in [22] (User Gibbs URP-GEN), and the corresponding document-
grouping variant (Doc Gibbs URP-GEN). They are the one-way grouping models
used as the basis of our suggested method. Our main notations are summarized
in Table 1.

2.2 Two-Way Grouping Model

In Fig. 2 we show a graphical representation of the Two-Way Model that our
suggested method approximates. The Two-Way Model generalizes the generative
user-grouping URP by grouping both users and documents. It has been shown
to predict relevance more accurately than one-way models when the target con-
sists of both new documents and new users. The reason is that generalization
over documents becomes beneficial for new documents and at the same time
generalization over users is needed for new users. Finally, Table 2 summarizes
the differences between the models.

2.3 Approximation of Two-Way Model by Product of Experts

We propose a model where we estimate predictive Bernoulli distributions sepa-
rately with user-based URP and document-based URP and combine their results
with a product of experts model [27]. To be exact, we took the product of the
Bernoulli relevance probabilities given by the user-based URP (PU (r = 1|u, d))
and the document-based URP (PD(r = 1|u, d)) and normalized the product
distributions, as follows:

PPoE(r = 1|u, d) =
PU (r = 1|u, d) PD(r = 1|u, d)
∑

r=0,1 PU (r|u, d) PD(r|u, d)
. (1)

2.4 Baseline Models

We compared our results to two simple baseline models. These models mainly
serve as an estimate of the lower bound of performance by making an assumption
that the data comes from one cluster only. The Document Frequency Model does
not take into account differences between users or user groups at all. It simply
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Table 1. Notation

SYMBOL DESCRIPTION

u user index
d document index
r binary relevance (relevant = 1, irrelevant = 0)

u∗ user group index (attitude in URP)
d∗ document cluster index

NU number of users
ND number of documents
N number of triplets (u, d, r)

KU number of user groups
KD number of document clusters

θU

αU u

Rα r

u*αu*

d

βU

θR
ND

KU

αD θD

N

(a) User Gibbs URP-GEN groups
only users and assumes that the rel-
evance depends solely on the user
group and the document.

u

r

d*θD

KD

d

NU

θRRα

α D

αd*

βD

θUα U

N

(b) Doc Gibbs URP-GEN groups
only documents and assumes that
the relevance depends solely on the
document cluster and the user.

Fig. 1. Graphical model representations of the generative Gibbs URP models with
user grouping (User Gibbs URP-GEN) and with document grouping (Doc Gibbs URP-
GEN). The grey circles indicate observed values. The boxes are “plates” representing
replicates; the value in a corner of each plate is the number of replicates. The rightmost
plate represents the repeated choice of N (user, document, rating) triplets. The plate
labeled with KU (or KD) represents the different user groups (or document clusters),
and βU (or βD) denotes the vector of multinomial parameters for each user group
(or document cluster). The plate labeled with ND (or NU ) represents the documents
(or users). In the intersection of these plates there is a Bernoulli-model for each of the
KU ×ND (or KD×NU ) combinations of user group and document (or document cluster
and user). Since αD and θD (or αU and θU ) are conditionally independent of all other
parameters given document d (or user u), they have no effect on the predictions of
relevance P (r | u, d) in these models. They only describe how documents d (or users u)
are assumed to be generated. A table listing distributions of all the random variables
can be found in the Appendix.
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Fig. 2. Graphical model representation of the Two-Way Model, which groups both
users and documents and assumes that the relevance depends only on the user group
and the document cluster instead of individual users/documents. The rightmost plate
represents the repeated choice of N (user, document, rating) triplets. The plate labeled
with KU represents the different user groups, and βU denotes the vector of multinomial
parameters for each user group. The plate labeled with KD represents the different
document clusters, and βD denotes the vector of multinomial parameters for each
document cluster. In the intersection of these plates there is a Bernoulli-model for each
of the KU × KD combinations of user group and document cluster. A table listing
distributions of all the random variables can be found in the Appendix.

Table 2. Summary of the models (u=user, d=document). The column “Gibbs” indi-
cates which of the models are estimates by Gibbs sampling, in contrast to variational
approximation. Prefix “2-way” stands for combination of two one-way models.

Model Abbreviation Generates u,d Gibbs Groups u Groups d

Two-Way Model • • • •
2-way Gibbs URP-GEN • • • •
2-way Gibbs URP – • • •
2-way Variational URP – – • •
1-way User Gibbs URP-GEN • • • –
1-way User Gibbs URP – • • –
1-way User Var URP – – • –

1-way Doc Gibbs URP-GEN • • – •
1-way Doc Gibbs URP – • – •
1-way Doc Var URP – – – •
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models the probability of a document being relevant as the frequency of r = 1
in the training data for the document:

P (r = 1 | d) =
∑

u #(u, d, r = 1)
∑

u,r #(u, d, r)
. (2)

The User Frequency Model, on the other hand, does not take into account dif-
ferences between documents or document groups. It is the analogue of Document
Frequency Model, where the roles of users and documents have been interchanged.

3 Experiments

3.1 Experimental Scenarios

In this section we describe the different types of experimental scenarios that
were studied with both data sets. The training and test sets were taken from the
earlier study [22]. The scenarios have various levels of difficulty for models that
group only users, only documents, or that group both.

– Only “New” Documents. This scenario had been constructed to corre-
spond to prediction of relevances for new documents in information retrieval.
It had been taken care that each of the randomly selected test documents
had only 3 ratings in the training data. The rest of the ratings for these
documents had been left to the test set. For the rest of the documents, all
the ratings were included in the training set. Hence, the models were able
to use “older” documents (for which users’ opinions are already known) for
training the user groups and document clusters. This scenario favors models
that cluster documents.

– Only “New” Users. The experimental setting for new users had been
constructed in exactly the same way as the setting for new documents but
with the roles of users and documents reversed. This scenario favors models
that cluster users.

– Either User or Document is “New”. In an even more general scenario
either the users or the documents can be “new.” In this setting the test
set consisted of user-document pairs where either the user is “new” and
the document is “old” or vice versa. This scenario brings out the need for
two-way generalization.

– Both User and Document are “New”. In this setting all the users and
documents appearing in the test set were “new,” having only 3 ratings in the
training set. This case is similar to the previous setting but much harder,
even for the two-way grouping models.

3.2 Measures of Performance

For all the models, we used log-likelihood of the test data set as a measure of
performance, written in the form of perplexity,

perplexity = e−
L
N , where L =

N∑

i=1

log P (ri | ui, di,D) . (3)
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Here D denotes the training set data, and N is the size of the test set. Gibbs
sampling gives an estimate for the table of relevance probabilities over all (u, d)
pairs, P (r | u, d,D), from which the likelihood of each test pair (ui, di) can be
estimated as P (ri | ui, di,D).2

We further computed the accuracy, that is, the fraction of the triplets in
the test data set for which the prediction was correct. We took the predicted
relevance to be argmaxr∈{0,1} P (r | u, d,D), where P (r | u, d,D) is the probabil-
ity of relevance given by the model. Statistical significance was tested with the
Wilcoxon signed rank test.

3.3 Demonstration with Artificial Data

The artificial data sets were taken from the earlier study [22]. The experimental
setting is described in detail in the technical report [28]. In brief, the data was de-
signed such that it contained bicluster structure with KU = KD = 3. There were
10 artificial data sets of size 18,000, that all followed the same bicluster structure.

All the models were trained with the known true numbers of clusters. For each
of the 10 data sets the models were trained with a training set and tested with a
separate test set, and the final result was the mean of the 10 test set perplexities.

The generative Gibbs URP models were combined as a product of experts
model. According to our earlier studies, the variational URP generally seems to
produce extreme predictions, near either 0 or 1. Therefore, the variational URP
models (User Var URP and Doc Var URP) were combined as a hard biclustering
model, as follows. The MAP estimates for cluster belongings from the distribu-
tions of the one-way variational URP models were used to divide all the users
and documents into bins to produce a hard check-board-like biclustering. In each
bicluster the P (r = 1|u, d) was set to the mean of the training data points that
lay in the bicluster.

3.4 Experiments with Parliament Data

We selected the cluster numbers using a validation set described in [28]. The
validated cluster numbers (Two-Way Model KU = 4 and KD = 2, User Gibbs
URP-GEN KU = 2, Doc Gibbs URP-GEN KD = 2) were used in all experimen-
tal scenarios. The choices from which the cluster numbers were selected were
KU ∈ {1, 2, 3, 4, 5, 10, 20, 50} for the user groups and KD ∈ {1, 2, 3, 4, 5, 10, 20}
for the document clusters.

4 Results

4.1 Results of Experiments with Artificial Data

The results of the experiment with artificial data are shown in Table 3. The
proposed product of two generative Gibbs URP models outperformed even the
2 Theoretically, perplexity can grow without a limit if the model predicts zero proba-

bility for some element in the test data set, so in practice, we clipped the probabilities
to the range [e−10, 1].
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Two-Way Model in all the scenarios, being the best in all but the “both new”
case, where the hard clustering of MAP estimates of variational URP models
was the best. The hard biclustering model worked very well for the variational
URP (See Table 3), in contrast to the product of experts -combination, which
did not perform well for variational URP3. The prediction accuracy of the best
model varied between 83–84%, while the prediction accuracy of the best baseline
model varied between 50–52%. The full results with all the accuracy values can
be found in the technical report [28].

Table 3. Perplexity of the various models in experiments with artificial data. In each
column, the best model (underlined) differs statistically significantly from the second-
best one (P-value ≤ 0.01). Small perplexity is better; 2.0 corresponds to binary random
guessing and 1.0 to perfect prediction.

New New Either Both
Method Doc User New New

Two-Way Model 1.52 1.54 1.53 1.70
2-way Gibbs URP-GEN 1.46 1.47 1.45 1.70

2-way Var URP 1.55 1.57 1.54 1.52

User Gibbs URP-GEN 1.68 1.57 1.62 1.83
User Var URP 7.03 2.07 3.45 9.27

Doc Gibbs URP-GEN 1.56 1.69 1.62 1.81
Doc Var URP 1.86 5.99 3.08 6.90

User Freq. 2.02 5.65 3.25 4.99
Document Freq. 5.29 2.01 3.21 5.92

4.2 Results of Experiments with Parliament Data

The product of two generative Gibbs URP models outperformed even the Two-
Way Model in all the scenarios, being the best in all cases (see Table 4). The
prediction accuracy of the best model varied between 93–97%, while the predic-
tion accuracy of the best baseline model varied between 64–71%. The full results
with all the accuracy values can be found in the technical report [28].

5 Discussion

We have tackled the problem of new users or documents in collaborative fil-
tering. We have shown in our previous work that if there are both new users
and new documents, two-way generalization becomes necessary, and introduced
a probabilistic Two-Way Model for the task in [22].

In this paper we suggest an approximation for the Two-Way Model with
two User Rating Profile models — one that groups users and one that groups
3 We only show the performance of Variational URP for the artificial data since our

implementation is too inefficient for larger data sets.
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Table 4. Parliament Data. Comparison between the models by perplexity over the
test set. In each column, the best model (underlined) differs statistically significantly
from the second-best one (P-value ≤ 0.01). Small perplexity is better; 2.0 corresponds
to binary random guessing and 1.0 to perfect prediction.

New New Either Both
Method Doc User New New

Two-Way Model 1.37 1.40 1.38 1.62
2-way Gibbs URP-GEN 1.19 1.22 1.20 1.45

User Gibbs URP-GEN 1.47 1.34 1.41 1.64
Doc Gibbs URP-GEN 1.34 1.54 1.43 1.68

User Freq. 2.00 5.68 3.32 4.78
Document Freq. 5.36 1.76 3.12 5.85

documents — which are combined as a product of experts (PoE). We show with
two data sets from the earlier study [22], that the PoE model achieves the per-
formance level of the more principled Two-Way Model and even outperforms it.

The task of finding such a two-way grouping that best predicts the relevance
is a difficult combinatorial problem, which makes convergence of the sampling
hard to achieve. This work was motivated by the finding that hard biclustering
of binary data can be approximated using two one-way clusterings with a proven
approximation ratio.

The main advantage of the proposed method, compared to earlier works, is
the ability to make at least as good predictions as the Two-Way Model but with
the computational complexity of the one-way model. We assume that the reason
why the product of experts combination outperformed the Two-Way Model lies
in the less reliable and slower convergence of the Two-Way Model compared
to the one-way grouping models. This is basically due to the difference in the
intrinsic complexity of the tasks they are solving.
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online newspaper log data. In: Proc. of the 2003 Symposium on Applications and
the Internet Workshops (SAINT 2003), pp. 282–287. IEEE Computer Society, Los
Alamitos (2003)

6. Zitnick, C., Kanade, T.: Maximum entropy for collaborative filtering. In: Proceed-
ings of the 20th Conference on Uncertainty in Artificial Intelligence, UAI 2004, pp.
636–643. AUAI Press (2004)

7. Blei, D.M., Jordan, M.I.: Modeling annotated data. In: Proceedings of the 26th
Annual International ACM SIGIR Conference on Research and Development in
Information Retrieval, pp. 127–134. ACM Press, New York (2003)

8. Buntine, W., Jakulin, A.: Discrete component analysis. In: Saunders, C., Grobelnik,
M., Gunn, S., Shawe-Taylor, J. (eds.) SLSFS 2005. LNCS, vol. 3940, pp. 1–33.
Springer, Heidelberg (2006)

9. Erosheva, E., Fienberg, S., Lafferty, J.: Mixed membership models of scientific
publications. Proc. of the National Academy of Sciences 101, 5220–5227 (2004)

10. Keller, M., Bengio, S.: Theme topic mixture model: A graphical model for docu-
ment representation. In: PASCAL Workshop on Text Mining and Understanding
(2004)

11. Marlin, B., Zemel, R.S.: The multiple multiplicative factor model for collabora-
tive filtering. In: ICML 2004: Proceedings of the 21th International Conference on
Machine Learning, p. 73. ACM Press, New York (2004)

12. McCallum, A., Corrada-Emmanuel, A., Wang, X.: The author-recipient-topic
model for topic and role discovery in social networks: Experiments with Enron
and Academic Email. Technical report, University of Massachusetts (2004)

13. Popescul, A., Ungar, L., Pennock, D., Lawrence, S.: Probabilistic models for unified
collaborative and content-based recommendation in sparse-data environments. In:
Proceedings of UAI 2001, pp. 437–444. Morgan Kaufmann, San Francisco (2001)

14. Pritchard, J.K., Stephens, M., Donnelly, P.: Inference of population structure using
multilocus genotype data. Genetics 155, 945–959 (2000)

15. Rosen-Zvi, M., Griffiths, T., Steyvers, M., Smyth, P.: The author-topic model for
authors and documents. In: Proceedings of the 20th Conference on Uncertainty in
Artificial Intelligence, UAI 2004, pp. 487–494. AUAI Press (2004)

16. Yu, K., Yu, S., Tresp, V.: Dirichlet enhanced latent semantic analysis. In: Cowell,
R.G., Ghahramani, Z. (eds.) Proceedings of the Tenth International Workshop
on Artificial Intelligence and Statistics, AISTATS 2005, pp. 437–444. Society for
Artificial Intelligence and Statistics (2005)

17. Yu, S., Yu, K., Tresp, V., Kriegel, H.-P.: A probabilistic clustering-projection model
for discrete data. In: Jorge, A.M., Torgo, L., Brazdil, P.B., Camacho, R., Gama,
J. (eds.) PKDD 2005. LNCS (LNAI), vol. 3721, pp. 417–428. Springer, Heidelberg
(2005)

18. Blei, D., Ng, A.Y., Jordan, M.I.: Latent Dirichlet allocation. Journal of Machine
Learning Research 3, 993–1022 (2003)

19. Buntine, W.: Variational extensions to EM and multinomial PCA. In: Elomaa, T.,
Mannila, H., Toivonen, H. (eds.) ECML 2002. LNCS (LNAI), vol. 2430, pp. 23–34.
Springer, Heidelberg (2002)



188 E. Savia, K. Puolamäki, and S. Kaski
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A Distributions in the Models

Table 5. Summary of the distributions in User Gibbs URP-GEN

SYMBOL DESCRIPTION

βU (u∗) Vector of multinomial parameters defining the probabilities of certain
user group u∗ to contain each user

θU Multinomial probabilities of user groups u∗ to occur
θD Multinomial probabilities of documents d to occur (needed only for the

generative process)

θR(u∗, d) Vector of Bernoulli parameters defining the probabilities of certain
user group u∗ to consider document d relevant or irrelevant

αU Dirichlet prior parameters for all βU

αu∗ Dirichlet prior parameters for θU

αD Dirichlet prior parameters for θD (needed only for the generative process)
αR Dirichlet prior parameters for all θR
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Table 6. Summary of the distributions in the Two-Way Model

SYMBOL DESCRIPTION

θU Multinomial probabilities of user groups u∗ to occur
βU (u∗) Vector of multinomial parameters defining the probabilities of certain

user group u∗ to contain each user

θD Multinomial probabilities of document clusters d∗ to occur
βD(d∗) Vector of multinomial parameters defining the probabilities of certain

document cluster d∗ to contain each document

θR(u∗, d∗) Vector of Bernoulli parameters defining the probabilities of certain
user group u∗ to consider document cluster d∗ relevant or irrelevant

αU Dirichlet prior parameters for all βU

αu∗ Dirichlet prior parameters for θU

αD Dirichlet prior parameters for all βD

αd∗ Dirichlet prior parameters for θD

αR Dirichlet prior parameters for all θR


	Two-Way Grouping by One-Way Topic Models
	Introduction
	Cold-Start Problem
	Approximating Two-Way Model with Two One-Way Models

	Method
	One-Way Grouping Models
	Two-Way Grouping Model
	Approximation of Two-Way Model by Product of Experts
	Baseline Models

	Experiments
	Experimental Scenarios
	Measures of Performance
	Demonstration with Artificial Data
	Experiments with Parliament Data

	Results
	Results of Experiments with Artificial Data
	Results of Experiments with Parliament Data

	Discussion
	Distributions in the Models



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




