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3.1 Introduction

Erkki Oja

What is Blind and Semi-blind Source Separation? Blind source separation (BSS)
is a class of computational data analysis techniques for revealing hidden factors, that
underlie sets of measurements or signals. BSS assumes a statistical model whereby the
observed multivariate data, typically given as a large database of samples, are assumed to
be linear or nonlinear mixtures of some unknown latent variables. The mixing coefficients
are also unknown.

By BSS, these latent variables, also called sources or factors, can be found. Thus BSS can
be seen as an extension to the classical methods of Principal Component Analysis and
Factor Analysis. BSS is a much richer class of techniques, however, capable of finding the
sources when the classical methods, implicitly or explicitly based on Gaussian models, fail
completely.

In many cases, the measurements are given as a set of parallel signals or time series.
Typical examples are mixtures of simultaneous sounds or human voices that have been
picked up by several microphones, brain signal measurements from multiple EEG sensors,
several radio signals arriving at a portable phone, or multiple parallel time series obtained
from some industrial process. But BSS has other applications as well: it turns out that
clustering, or finding mutually similar subsets of the dataset, can also be addressed as a
linear source separation problem, when suitable constraints are added to the model. This
also applies to the related problem of graph partitioning.

Perhaps the best known single methodology in BSS is Independent Component Analysis
(ICA), in which the latent variables are nongaussian and mutually independent. However,
also other criteria than independence can be used for finding the sources. One such
simple criterion is the non-negativity of the sources. Sometimes more prior information
about the sources is available or is induced into the model, such as the form of their
probability densities, their spectral contents, etc. Then the term “blind” is often replaced
by “semiblind”.

Our earlier contributions in ICA research. In our ICA research group, the research
stems from some early work on on-line PCA, nonlinear PCA, and separation, that we were
involved with in the 80’s and early 90’s. Since mid-90’s, our ICA group grew considerably.
This earlier work has been reported in the previous Triennial and Biennial reports of
our laboratory from 1994 to 2009 [1]. A notable achievement from that period was the
textbook “Independent Component Analysis” by A. Hyvérinen, J. Karhunen, and E. Oja
[2]. Tt has been very well received in the research community; according to the latest
publisher’s report, over 6000 copies had been sold by August, 2011. The book has been
extensively cited in the ICA literature and seems to have evolved into the standard text
on the subject worldwide. In Google Scholar, the de facto standard for citations in the
ICT field, the book has received over 6700 citations (April 2012). In 2005, the Japanese
translation of the book appeared (Tokyo Denki University Press), and in 2007, the Chinese
translation (Publishing House of Electronics Industry).

Another tangible contribution has been the public domain FastICA software package [3].
This is one of the few most popular ICA algorithms used by the practitioners and a
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standard benchmark in algorithmic comparisons in ICA literature.

In the reporting period 2010 - 2011, ICA/BSS research stayed as one of the core
projects in the laboratory, with the pure ICA theory waning and being replaced by several
new directions in blind and semiblind source separation. In this Chapter, we present two
such novel directions.

Section 3.2 introduces some theoretical advances on Nonnegative Matrix Factorization
undertaken during the reporting period, especially on the new Projective Nonnegative
Matrix Factorization (PNMF) principle, which is a principled way to perform approximate
nonnegative Principal Component Analysis.

Section 3.3 introduces novel results in finding independent and dependent sources from
two related data sets. It is based on a combination of Canonical Correlation Analysis and

ICA.

Quite another way to formulate the BSS problem is Bayesian analysis. This is covered in
the separate Chapter 2.
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3.2 Non-negative Low-Rank Learning

Zhirong Yang, He Zhang, Zhanxing Zhu, and Erkki Oja

Enforcing nonnegativity in linear factorizations [4] has proven to be a powerful principle for
multivariate data analysis, especially sparse feature analysis, as shown by the well-known
Nonnegative Matrix Factorization (NMF) algorithm by Lee and Seung [2]. Their method
minimizes the difference between the data matrix X and its non-negative decomposition
WH. Yuan and Oja [11] proposed the Projective NMF (PNMF) method which replaces
H in NMF with W7X. Empirical results indicate that PNMF is able to produce more
spatially localized, part-based representations of visual patterns.

Recently, we have extended and completed the preliminary work with the following new
contributions [5]: (1) formal convergence analysis of the original PNMF algorithms, (2)
PNMF with the orthonormality constraint, (3) nonlinear extension of PNMF, (4) com-
parison of PNMF with two classical and two recent algorithms [10, 1] for clustering, (5) a
new application of PNMF for recovering the projection matrix in a nonnegative mixture
model, (6) comparison of PNMF with the approach of discretizing eigenvectors, and (7)
theoretical justification of moving a term in the generic multiplicative update rule. Our in-
depth analysis shows that the PNMF replacement has positive consequences in sparseness
of the approximation, orthogonality of the factorizing matrix, decreased computational
complexity in learning, close equivalence to clustering, generalization of the approxima-
tion to new data without heavy re-computations, and easy extension to a nonlinear kernel
method with wide applications for optimization problems. We have later demonstrated
that combining orthogonality and negativity works well in graph partitioning [3].

In NMF, the matrix difference was originally measured by the Frobenius matrix norm
or the unnormalized Kullback-Leibler divergence (I-divergence). Recently we have signifi-
cantly extended NMF to a much larger variety of divergences with theoretically convergent
algorithms. In [7], we have presented a generic principle for deriving multiplicative update
rules, as well as a proof of the convergence of their objective function, that applies for a
large variety of linear and quadratic NMF problems. The proposed principle only requires
that the NMF approximation objective function can be written as a sum of a finite number
of monomials, which is a mild assumption that holds for many commonly used approx-
imation error measures. As a result, our method turns the derivation, which seemingly
requires intense mathematical work, into a routine exercise that could be even readily
automated using symbolic mathematics software. In our practice [8], both theoretical and
practical advantages indicate that there would be good reasons to replace the I-divergence
with normalized Kullback-Leibler for NMF and its variants. The PNMF method can also
be generalized to the a-divergence family [6].

Automatic determination of the low-rank in NMF is a difficult problem. In [9], we have
presented a new algorithm which can automatically determine the rank of the projection
matrix in PNMF. By using Jeffrey’s prior as the model prior, we have made our algorithm
free of human tuning in finding algorithm parameters. Figure 3.1 visualizes the learned
basis of the Swimmer dataset.
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Figure 3.1: (Top) Some sample images of Swimmer dataset; (Bottom) 36 basis images of
Swimmer dataset. The gray cells correspond to matrix columns whose Lo-norms are zero
or very close to zero.
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3.3 Finding dependent and independent sources from two
related data sets

Juha Karhunen, Tele Hao, and Jarkko Ylipaavalniemi

We have considered in two papers [3, 4] extension of independent component analysis (ICA)
and blind source separation (BSS) for separating mutually dependent and independent
components from two different but related data sets. This problem is important in practice,
because such data sets are commonplace in real-world applications. We propose a new
method which first uses canonical correlation analysis (CCA) [2] for detecting subspaces
of independent and dependent components. The data sets are then mapped onto these
subspaces. Even plain CCA can provide a coarse separation in simple cases, and we can
justify this. Better separation results are obtained by applying some suitable ICA or
BSS method [1] to the mapped data sets. These methods can utilize somewhat different
properties of the data such as non-Gaussianity, temporal correlatedness, or nonstationary
depending on the characteristics of the data.

The proposed method is straightforward to implement and computationally not too de-
manding. CCA preprocessing improves often quite markedly the separation results of the
chosen ICA or BSS method especially in difficult separation problems. Not only are the
signal-to-noise ratios of the separated sources clearly higher, but CCA also helps a method
to separate sources that it alone is not able to separate. In [3, 4], we present experimental
results for several well-known ICA and BSS methods for synthetically constructed source
signals [5] which are quite difficult to separate for most ICA and BSS methods. Fur-
thermore, we have applied our method successfully to real-world robot grasping data in
[3].

In [4], we tested the usefulness of our method with data taken from a functional magnetic
resonance imaging (fMRI) study [6], where it is described in more detail. We used the
measurements of two healthy adults while they were listening to spoken safety instructions
in 30 s intervals, interleaved with 30 s resting periods. In these experiments we used slow
feature analysis (SFA) [7] for post-processing the results given by CCA, because it gave
better results than the most widely used standard ICA method FastICA [1].

Fig. 3.2 shows the results of applying our method to the two datasets and separating 11
components from the subspaces of dependent components. The consistency of the compo-
nents across the subjects is quite good. The first component shows a global hemodynamic
contrast, that may also be related to artifacts originating from smoothing the data in the
standard preprocessing. The activity of the second component is focused on the primary
auditory cortices. The third and fourth components show both positively and negatively
task-related activity around the anterior and posterior cingulate gyrus. These first results
are promising and in good agreement with the the ones reported in [6].
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Figure 3.2: Experimental results with fMRI data. Each row shows one of the 11 separated
components. The activation time-course with the stimulation blocks for reference, shown
on the left, and the corresponding spatial pattern on three coincident slices, on the right.
Components from (a) the first and (b) the second dataset.
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