A distributed particle filter for nonlinear tracking in wireless sensor networks
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ABSTRACT

The use of distributed particle filters for tracking in sensor networks has become popular in recent years. The distributed particle filters proposed in the literature up to now are only approximations of the centralized particle filter or, if they are a proper distributed version of the particle filter, their implementation in a wireless sensor network demands a prohibitive communication capability. In this work, we propose a mathematically sound distributed particle filter for tracking in a real-world indoor wireless sensor network composed of low-power nodes. We provide formal and general descriptions of our methodology and then present the results of both real-world experiments and/or computer simulations that use models fitted with real data. With the same number of particles as a centralized filter, the distributed algorithm is over four times faster, yet our simulations show that, even assuming the same processing speed, the accuracy of the centralized and distributed algorithms is practically identical. The main limitation of the proposed scheme is the need to make all the sensor observations available to every processing node. Therefore, it is better suited to broadcast networks or multihop networks where the volume of generated data is kept low, e.g., by an adequate local pre-processing of the observations.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Due to the falling size and costs of suitable hardware, the deployment of wireless sensor networks (WSNs) is becoming an increasingly attractive option for a growing number of tracking applications. Examples include security and surveillance [5], environmental monitoring (tracking of weather patterns and pollutants) [32], monitoring in domestic situations (such as in care for the elderly) [22], and biology (tracking of populations or individual animals) [27].

Distributed applications of tracking are particularly interesting in situations where high powered centralized hardware cannot be used. For example, in deployments where computational infrastructure and power are not available or where there is no time or trivial way of connecting to it. In these scenarios, and possibly many others, the signal processing tasks associated to target tracking need to be shared by the multiple nodes of the WSN. Note that many items in the literature often refer to WSNs as being “distributed”, even when processing is centralized, because they are merely referring to the physically distributed nature of WSNs. See, for example [9,18]. In this paper we refer to “distributed” specifically with regard to processing, meaning that the computational tasks are divided among a set of low-power devices in the WSN.

1.1. Distributed particle filters

Stochastic filtering methods [3] are obvious candidates for tracking applications and so they have been researched by many authors in the context of WSNs [29,14,11]. Such work includes, e.g., networks of interacting Kalman filters [30], although in this case the emphasis is on the minimization of the communications among nodes, rather than the sharing of the computational load.
Particle filtering for target tracking in WSNs has already attracted some attention (see, for example, [5,1,2]), including a body of work in distributed methods [10,21,7]. Its relation with agent networks has also been explored in [20]. In [7], a fully decentralized particle filtering algorithm for cooperative blind equalization is introduced. The technique is proper, in the sense that it does not make any approximations in the computation of the importance weights of the particles. However, the scheme is applicable only when the state signal is discrete, and would be infeasible in terms of computation and communication among nodes (the authors provide a simulation only) in WSNs such as we consider. In [10], the communication load is reduced using quantization and parametric approximations of densities. A similar parametric approach is applied in [21] to further simplify communications. Even though these parametric approximations are practical for their implementation on a WSN they compromise the estimation accuracy and, to our view, take away the main advantage of the particle filter (PF): its generality and capability to perform numerical inference, with full theoretical guarantees, on arbitrary state-space dynamical systems.

Recently, a class of interacting PFs has been proposed for multi-target tracking [13]. This class of algorithms relies on splitting the state-space into lower dimensional subspaces in order to become computationally tractable, but does not guarantee that the particles are assigned proper weights.

The majority of existing contributions related to particle filtering and WSNs, only offer a theoretical perspective and/or computer simulation studies, owing in part to the challenges of real-world deployment and testing on low-powered hardware. Deployments of physical sensor networks have so far been almost exclusively centralized implementations (from the computational point of view held in this paper). For instance, in [2], 25 acoustic sensors are used with a centralized PF to track a remote-controlled car; the authors of [1] use the received signal strength (RSS) measurements to track an additional moving target node. There are a few exceptions of actually distributed PFs, but they are approximations to the centralized PF whose convergence cannot be guaranteed [26].

The use of the non-parametric loopy belief propagation (NPBP) algorithm has also been suggested for localization and tracking [33] in the same context as particle filtering. This algorithm is an extension of the belief propagation algorithm to continuous variables and it uses a graph to represent the decomposition of the joint posterior. Its main advantage resides in exploiting the rich underlying structure that often arises in image processing or in sensor self-localization. Unfortunately, the NPBP scheme poses difficulties for a real-time implementation and there is, to the best of our knowledge, no rigorous proof of convergence for this algorithm.

1.2. Distributed resampling with non-proportional allocation (DRNA)

Particle filtering algorithms involve three basic steps: generation of samples, computation of weights and resampling [12]. While it is straightforward to parallelize the first two steps, resampling requires the joint processing of all the samples in the filter and so becomes a computational bottleneck. The distributed resampling with non-proportional allocation (DRNA) algorithm [6] (see also [28] for some further analysis) addresses the parallelization of the resampling step to remove this bottleneck.

The DRNA algorithm was devised to speed up the computations in particle filtering. The basic assumption in [6] is the availability of a set of processors interconnected by a high-speed network, in the manner of state-of-the-art graphical processing unit (GPU) based systems [25]. Such network is intended to guarantee that all processors in the system have access to the full set of observed data.

In a typical WSN, the communications among nodes are subject to various constraints (i.e., transmission capacity, power consumption or error rates), hence the hardware setup is fundamentally different from the one assumed in [6] or [28]. The issue of whether the DRNA scheme can be efficiently exploited in a typical WSN deployment has not been addressed, to the best of our knowledge, neither experimentally nor even by realistic simulation studies.

1.3. Contribution and organization

In this work we tackle the problem of implementing the DRNA algorithm in a practical WSN. We first revisit the standard PF and its combination with the DRNA algorithm, providing a formal description of the methodology. This includes simple analysis showing that (a) the importance weights are proper and (b) the resampling scheme is unbiased. While intuitively expected, these two simple results had not been given explicitly in [6,28].

In the second part of the paper, we address the practical implementation of a distributed PF for target tracking, based on the DRNA scheme, that runs in real time over a WSN. We have developed a software and hardware testbed implementing the required algorithmic and communication modules in physical nodes, equipped with light-intensity sensors but with limited processing and communication capabilities. We assess the tracking performance of the resulting system in terms of the tracking error obtained with both synthetic and real data. Finally, we study the constraints in the real-time operation and the communication capabilities (compared to a centralized PF) by way of experiments with our testbed implementation.

The main limitation of the proposed scheme is that every node performing a subset of the computations of the PF should have access to all the observations (i.e., all the measurements collected by the WSN at the current time step) in order to guarantee that the particle weights are proper and, therefore, the resulting estimators consistent. The DRNA-based PF, therefore, is better suited to broadcast networks or multihop WSNs where the volume of data generated per time step is limited. The algorithm can still be applied with different sets of observations available at each node, but in that case the particle weights are only proper locally (at each node) and not globally (over the whole network).

The rest of the paper is organized as follows. In Section 2 we introduce the problem of target tracking in the context of
Bayesian filtering and describe the solution to the non-linear filtering problem with a centralized PF. In Section 3 we provide a formal description on the DNA algorithm. Section 4 describes the software and hardware framework for the testbed implementation of the distributed tracker. In Section 5 we provide details of the specific deployment for the experiments. Both numerical and experimental results are presented and discussed in Section 6 and, finally, Section 7 is devoted to the conclusions.

2. Non-linear filtering in state-space systems

2.1. Bayesian filtering

Consider the Markov state-space random model with conditionally independent observations [16, chapter 1], [31] described by the triplet

\[ p(x_0), p(x_t|x_{t-1}), p(y_t|x_t), \quad t = 1, 2, \ldots \]  

(1)

where \( x_t \) is a \( d_x \times 1 \) vector containing the state variables at time \( t \geq 0 \), \( y_t \) is a \( d_y \times 1 \) vector of observations at time \( t \geq 1 \), \( p(x_0) \) is the prior probability density function (pdf) of the state, the transition density \( p(x_t|x_{t-1}) \) describes the (random) dynamics of the process \( x_t \) and the conditional pdf \( p(y_t|x_t) \) describes how the observations are related to the state and it is usually referred to as the likelihood of \( x_t \). The goal of a stochastic filtering algorithm is to approximate the sequence of posterior pdfs \( p(x_t|y_{1:t}) \), \( t \geq 1 \). In particular, \( p(x_1|y_{1:t}) \) is often termed the filter density at time \( t \).

Assume that the pdf \( p(x_{t-1}|y_{1:t-1}) \) is available. The filter density at time \( t \) can be recursively computed in two steps. We first compute the predictive pdf

\[ p(x_t|y_{1:t-1}) = \int p(x_t|x_{t-1})p(x_{t-1}|y_{1:t-1}) \, dx_{t-1} \]  

(2)

and, when the new observation \( y_t \) is collected, we update \( p(x_t|y_{1:t-1}) \) to obtain

\[ p(x_t|y_{1:t}) \propto p(y_t|x_t)p(x_t|y_{1:t-1}) \]  

(3)

Eqs. (2) and (3) form the basis of the optimal Bayesian solution to the filtering problem. Knowledge of the posterior density \( p(x_t|y_t) \) enables the computation of optimal estimators of the state according to different criteria. For example, the minimum mean-square error (MMSE) estimator is the posterior mean of \( x_t \), i.e., \( x_{t,\text{MMSE}} = \int x_t \, p(x_t|y_{1:t}) \, dx_t \).

If the system of Eq. (1) is linear and Gaussian, then
\( p(x_{t}|y_{1:t}) \) is Gaussian and can be obtained exactly using the Kalman filter algorithm [23]. If the state space is discrete and finite, exact solutions can also be computed [31]. However if any of the pdf’s in (1) is non-Gaussian, or the system is nonlinear, we have to resort to suboptimal algorithms in order to approximate the filter pdf \( p(x_t|y_{1:t}) \).

2.2. Particle filtering

PFs, also known as sequential Monte Carlo methods, are simulation based algorithms that yield estimates of the state based on a random point-mass (or “particle”) representation of the probability measure with density \( p(x_t|y_{1:t}) \) [16,3]. It is often convenient to derive PFs as instances of the SIS methodology [17]. Consider the joint posterior density \( p(x_0|y_{1:t}) \). Bayes’ theorem, together with the Markov property of the state and the conditional independence of the observations, yields the recursive relationship

\[ p(x_0|y_{1:t}) \propto p(y_t|x_0)p(x_0|x_{t-1})p(x_{t-1}|y_{1:t-1}), \quad t \geq 1, \]  

(4)

where we have omitted the proportionality constant \( 1/p(y_t|x_0) \), which is independent of \( x_0 \).

Most PFs can be obtained as a combination of (4) with the importance sampling (IS) principle [16, chapter 1]. In particular, if we draw a collection of sample sequences \( x_{0:M}^{(m)}, \quad m = 1, \ldots, M, \) from a proposal density \( \pi_t(x_{0:M}^{(m)}) \) that admits a factorization \( \pi_t(x_{0:M}^{(m)}) = \pi_{t-1}(x_{0:M}^{(m)})\pi_{t-1}(x_0)\pi_{t-1}(y_{1:t-1}) \), then the samples are assigned nonnormalized importance weights of the form

\[ w_t^{(m)} = p(y_t|x_t^{(m)})p(x_t^{(m)}|x_{t-1}^{(m)})p(x_{t-1}^{(m)}|y_{1:t-1}) / \sum_{m=1}^M p(y_t|x_t^{(m)})p(x_t^{(m)}|x_{t-1}^{(m)})p(x_{t-1}^{(m)}|y_{1:t-1}) \]

where \( w_t^{(m)} \) is the normalized weight of \( x_{0:t}^{(m)} \). Normalization is straightforward, we simply compute \( w_t = w_t^{(m)}/\sum_{m=1}^M w_t^{(m)} \). Let us also note that drawing from \( \pi_t(x_{0:M}^{(m)}) \) can be done sequentially: given \( x_{0:t-1}^{(m)} \), we simply generate \( x_t \) from the pdf \( \pi_{t-1}(x_t|x_{0:t-1}^{(m)}) \).

The simplest implementation of the PF is obtained when we choose \( \pi_t(x_{0:M}^{(m)}) = p(x_{0:M}^{(m)})\prod_{k=1}^t p(x_{k-1}|y_{1:k}) \) and perform resampling steps [17] at every time step. The resulting algorithm is often called bootstrap filter [19] or sequential importance resampling (SIR) algorithm [17]. We outline it in Table 1 and will henceforth refer to it as a centralized particle filter (CPF).

The resampling step randomly eliminates samples with low importance weights and replicates samples with high importance weights in order to avoid the degeneracy of the importance weights over time [17,31]. Here, we apply multinomial resampling, but several other choices exist [8,17,15,3]. We also assume that resampling is carried out at every time step, but applying the proposed methods with periodic or random resampling times is straightforward.

Bayesian estimators of \( x_t \) can be easily approximated using the random grid \( \{x_{0:M}^{(m)}, w_t^{(m)}\}_{m=1}^M \). In particular, let
\[ \mu_t(dx_t) = p(x_t|y_{1:t}) \, dx_t \]  

be the probability measure associated to the posterior pdf \( p(x_t|y_{1:t}) \). If we define the discrete random measure
\[ \mu_t^{(M)}(dx_t) = \sum_{m=1}^M w_t^{(m)} \delta_{x_t^{(m)}}(dx_t), \]

where \( \delta_{x_t^{(m)}}(dx_t) \) is the unit delta measure located at \( x_t^{(m)} \), then we can approximate any integrals with respect to the probability measure \( \mu_t(dx_t) \) as weighted sums. For
Table 1
Centralized implementation of a particle filter (CPF).

**Initialization** at \( t = 0 \):
1. Draw \( M \) random samples, \( x_0^{(m)}, m = 1, \ldots, M \), from prior \( p(x_0) \).

**Recursive step**, for \( t > 0 \):
1. For \( m = 1, \ldots, M \),
   - draw \( x_t^{(m)} \sim p(x_t|x_{t-1}) \) and set \( x_t^{(m)} = (x_t^{(m)}, x_{t-1}^{(m)}) \);
   - compute importance weights \( w_t^{(m)} = p(y_t|x_t^{(m)}) \).
2. Normalize the weights as \( w_t^{(m)} = w_t^{(m)}/\sum_{m=1}^{M} w_t^{(m)} \).
3. Resample the weighted sample \( \{x_t^{(m)}, w_t^{(m)}\}_{m=1}^{M} \) to obtain an unweighted sample \( \{x_t^{(m)}\}_{m=1}^{M} \).

3. Distributed particle filtering

3.1. General structure

We look at the DRNA algorithm introduced in [6]. This algorithm was originally proposed to speed up the processing time of PFs by making them suitable for multi-processor devices endowed with high-speed communication networks. In this paper, we propose to apply a DRNA scheme to implement a distributed PF on a WSN, whose nodes can operate as processing elements (PEs). Let us remark that this framework is rather different from the one assumed in [6] or [28]. In particular, the PEs are low-powered devices that have to perform sensing and radio communication tasks while running on batteries. Moreover, the schemes of [6,28] are based on the assumption that all observations can be readily made in a WSN, where the observations are collected locally by the nodes and communications are necessarily constrained because of energy consumption. In the following we describe the method using, essentially, the notation of [28].

Assume we have \( N \) processing nodes (i.e., N PEs) in the network; each is capable of running a separate PF with \( K \) particles (we ignore any non-processing nodes for now since they do not run particle filters). The total number of particles distributed over the network is \( M = NK \). In particular, after the completion of a full recursive step of the distributed PF at time \( t-1 \), the \( n \)-th PE should hold the set \( \{x_t^{(n,k)}, w_t^{(n,k)}\}_{k=1}^{K} \), where

- \( x_t^{(n,k)} \) is the \( k \)-th particle at the \( n \)-th PE,
- \( w_t^{(n,k)} \) is the corresponding nonnormalized importance weight, and

\[ W_t^{(n)} = \sum_{k=1}^{K} w_t^{(n,k)} \] is the nonnormalized aggregated weight of PE \( n \).

Each PF run locally in a node involves the usual steps of drawing samples, computing weights and resampling. In particular, resampling is carried out only locally, without interaction with the particles in other PEs. In order to avoid the degeneracy of the local sets of particles (e.g., when \( K \) is very low), the DRNA scheme includes a particle exchange step in which the PEs interchange subsets of their particles and nonnormalized weights. This step involves the update of the aggregated weights, but each individual particle preserves its nonnormalized importance weight, no matter its location.

Compared to the implementation of a DRNA-based particle filter in a single machine (as assumed in [6,28]) the design of a computational scheme for a WSN arises issues related to the exchange of data among the PEs, either particles or observations. In the particle exchange step, we need to introduce additional notation in order to define neighbor PEs, i.e., those nodes of the WSN that run a local PF and have a communication link that enables the transmission of a subset of their particles within the time frame of a single sequential step of the filter. The spread of the observations over the WSN is not dealt directly in this section, but we advocate the local processing of the measurements collected by the sensors in order to reduce the volume of transmitted data. This is the strategy followed in the real time implementation discussed in Sections 4 and 5.

In the following, we describe the algorithm steps in detail, including the computation of state estimators, and a complete outline of the method.

3.2. Particle exchange

The particle set in the \( n \)-th PE is said to degenerate when its aggregated weight \( W_t^{(n)} \) becomes negligible compared to the aggregated weights of the other nodes. Note that the value of the normalized aggregated weight is then close to zero, \( W_t^{(n)} = W_t^{(n)} / \sum_{k=1}^{K} w_t^{(n,k)} \approx 0 \) and the particles in the \( n \)-th set hardly contribute to the approximation of the posterior probability distribution of interest. This means that the computational effort invested in propagating them becomes a waste.

In order to keep the aggregated weights balanced, neighboring nodes can exchange subsets of particles and local nonnormalized weights [28]. Assume that, at the beginning of the \( t \)-th time step, the \( n \)-th PE holds the...
weighted particles \(\mathbf{x}^{(n,k)}_{t-1}, w^{(n,k)}_{t-1} \}_{k=1, \ldots, K}\) (note the nonnormalized weights). The \(n\)-th node will receive weighted particles from a certain set of PEs and transmit particles to another (possibly different) set of PEs. To be specific, let us denote
\[
\begin{align*}
\mathcal{N}^\text{in}_n &\subseteq \{1, 2, \ldots, N\}, \text{ set of indices corresponding to the nodes that are expected to transmit a subset of their particles to the \(n\)-th PE, and} \\
\mathcal{N}^\text{out}_n &\subseteq \{1, 2, \ldots, N\}, \text{ set of indices corresponding to the nodes that expect to receive a subset of the particles generated at the \(n\)-th PE.}
\end{align*}
\]

If all the links between PEs are bidirectional, then \(\mathcal{N}^\text{in}_n = \mathcal{N}^\text{out}_n\). For regularity, assume that each PE transmits disjoint subsets of \(Q\) particles to each of its designated neighbors. In particular, let
\[
\mathcal{M}^n_{t} = \{\mathbf{x}^{(n,l)}_{t}, w^{(n,l)}_{t-1} \}_{l=1, \ldots, Q}
\]
be the particles and weights transmitted from node \(n\) to node \(s \in \mathcal{N}^\text{out}_n\). The indices \(l_1, \ldots, l_Q \in \{1, \ldots, K\}\) can be selected in any desired way (even randomly) as long as the messages \(\mathcal{M}^n_{t}\) are disjoint, i.e., \(\mathcal{M}^n_{t} \cap \mathcal{M}^m_{t} = \emptyset\) for any pair \(s, r \in \mathcal{N}^\text{out}_n\), \(s \neq r\). If the messages were not disjoint, then some particles could be replicated and their weights should be modified, so as to keep them proper and guarantee the consistency of the filter approximation. The overall number of particles would also become time-varying. As a consequence, the computational overhead of the algorithm would be increased without any clear advantage.

The information held by the \(n\)-th PE after the particle exchange at time \(t\) is given by \(\{\mathbf{x}^{(n,k)}_{t}, w^{(n,k)}_{t-1} \}_{k=1, \ldots, K}\) where
\[
\begin{align*}
\{\mathbf{x}^{(n,k)}_{t-1}, w^{(n,k)}_{t-1} \}_{k=1, \ldots, K} = & \\
= & \left( \mathbf{x}^{(n,k)}_{t-1}, w^{(n,k)}_{t-1} \right) \; \left( \bigcup_{s \in \mathcal{N}^\text{out}_n} \mathcal{M}^s_{t} \right) \; \bigcup \left( \bigcup_{s \in \mathcal{N}^\text{out}_n} \mathcal{M}^s_{t} \right) ,
\end{align*}
\]
and we assume that
\[
| \bigcup_{s \in \mathcal{N}^\text{out}_n} \mathcal{M}^s_{t} | = | \bigcup_{s \in \mathcal{N}^\text{out}_n} \mathcal{M}^s_{t} | ,
\]
for every PE \(n \in \{1, \ldots, N\}\), so that the number of particles per PE remains constant, \(K=\text{M}/\text{N}\). The new aggregated weight for the \(n\)-th node becomes \(W^{(n)}_{t} = \sum_{k=1}^{K} w^{(n,k)}_{t-1}\). Let us remark that the overall sets of particles and weights before and after the particle exchange are identical, i.e.,
\[
\bigcup_{n=1}^{N} \{ \mathbf{x}^{(n,k)}_{t-1}, w^{(n,k)}_{t-1} \}_{k=1, \ldots, K} = \bigcup_{n=1}^{N} \{ \mathbf{x}^{(n,k)}_{t-1}, w^{(n,k)}_{t-1} \}_{k=1, \ldots, K} ,
\]
while, in general, the aggregated weights are different, \(W^{(n)}_{t-1} \neq W^{(n)}_{t} \).

### 3.3. Local processing

Immediately after the particle exchange at time \(t\), the weighted particle set at the \(n\)-th PE is \(\{\mathbf{x}^{(n,k)}_{t-1}, w^{(n,k)}_{t-1} \}_{k=1, \ldots, K}\). The generation of new particles, the update of the importance weights and the resampling step are taken strictly locally, without interaction among different nodes. To be specific, assume that the transition pdf of model (1) is used as an importance function and that the observation vector \(\mathbf{y}_t\) is available at every node.\footnote{The availability of the observations, which are typically collected locally in a WSN, involves communications among the nodes. This issue will be addressed in Section 4.} Then, at the \(n\)-th PE, and for \(k = 1, \ldots, K\),
\[
\begin{align*}
1. \; & \mathbf{x}^{(n,k)}_{t} \text{ is drawn from the pdf } p(\mathbf{x}^{(n,k)}_{t} | \mathbf{x}^{(n,k)}_{t-1}) , \\
2. \; & \text{the corresponding nonnormalized weight is computed as } w^{(n,k)}_t = \frac{w^{(n,k)}_{t-1} p(\mathbf{y}_t | \mathbf{x}^{(n,k)}_t)}{w^{(n,k)}_{t-1}} .
\end{align*}
\]

Hence the information stored by the \(n\)-th node at this point becomes \(\{\mathbf{x}^{(n,k)}_{t}, w^{(n,k)}_{t} \}_{k=1, \ldots, K}\) and the aggregated weight is \(W^{(n)}_{t} = \sum_{k=1}^{K} w^{(n,k)}_{t} \).

Next, a resampling step is taken locally by each PE. Assuming a multinomial resampling algorithm,\footnote{This can be substituted by any other procedure without affecting the rest of the algorithm.} we assign, for \(k = 1, \ldots, K\),
\[
\mathbf{x}^{(n,k)}_{t} = \mathbf{x}^{(n,j)}_{t}, \quad \text{with probability } \frac{w^{(n,j)}_{t}}{\sum_{j=1}^{K} w^{(n,j)}_{t}} , \quad j = 1, \ldots, K ,
\]
are the locally normalized importance weights. After resampling, the particles at the \(n\)-th PE are equally weighted, namely \(w^{(n,k)}_{t} = W^{(n)}_{t} / K\). Trivially note that \(w^{(n,k)}_{t} = \sum_{k=1}^{K} w^{(n,k)}_{t} / K\), i.e., the resampling step keeps the aggregated weights invariant.

### 3.4. Estimation

Assume that we are interested in the estimation of moments of the posterior distribution, e.g.,
\[
(f, \mu_t) = \int f(\mathbf{x}_t) \mu_t(d\mathbf{x}_t) ,
\]
where \(f\) is some function of the state vector at time \(t\), \(\mu_t(d\mathbf{x}_t) = p(\mathbf{x}_t | \mathbf{y}_{1:t}) \) \(d\mathbf{x}_t\) is the filter probability measure and we introduce the shorthand \((f, \mu_t)\) to denote the integral of the function \(f\) with respect to the measure \(\mu_t\).

We can obtain local estimates of \((f, \mu_t)\) at any node. To be specific, we can build discrete random approximations of the measure \(\mu_t\) at the \(n\)-th PE as
\[
\tilde{\mu}^{(n,K)}_t(d\mathbf{x}_t) = \frac{1}{K} \sum_{k=1}^{K} \delta^{(n,k)}(d\mathbf{x}_t) ,
\]
before the resampling step, and
\[
\tilde{\mu}^{(n,K)}_t(d\mathbf{x}_t) = \frac{1}{K} \sum_{k=1}^{K} \delta^{(n,k)}(d\mathbf{x}_t) .
\]
after the resampling step, where \( \tilde{w}_t^{(n,k)} = \frac{W_t^{(n,k)}}{W_t^{(n)}} \), \( k = 1, \ldots, K \), are the locally normalized importance weights. This choice of discrete measures leads to the approximations

\[
\left( f, \tilde{\mu}_t^{(K)} \right) = \frac{1}{K} \sum_{k=1}^{K} \tilde{W}_t^{(n,k)} f \left( \tilde{x}_t^{(n,k)} \right)
\]

and

\[
\left( f, \hat{\mu}_t^{(K)} \right) = \frac{1}{K} \sum_{k=1}^{K} f \left( \tilde{x}_t^{(n,k)} \right)
\]

of the posterior expectation \( (f, \mu_t) \).

Global estimates can be easily computed by a linear combination of the local estimates. If \( W_t^{(n)} = \sum_{k=1}^{K} \tilde{W}_t^{(n,k)} \) is the globally normalized aggregated weight of the \( n \)-th node, then we can build the discrete random measures

\[
\tilde{\pi}_t^{(K)} (d\tilde{x}_t) = \frac{N}{n=1} W_t^{(n)} \tilde{\pi}_t^{(K)} (d\tilde{x}_t)
\]

and

\[
\hat{\pi}_t^{(K)} (d\tilde{x}_t) = \frac{N}{n=1} W_t^{(n)} \hat{\pi}_t^{(K)} (d\tilde{x}_t)
\]

using the local approximations either before or after resampling, respectively. The resulting global estimates are

\[
\left( f, \tilde{\pi}_t^{(K)} \right) = \frac{N}{n=1} W_t^{(n)} f (\tilde{\pi}_t^{(K)})
\]

and

\[
\left( f, \hat{\pi}_t^{(K)} \right) = \frac{N}{n=1} W_t^{(n)} f (\hat{\pi}_t^{(K)}).
\]

The resampling operation carried out locally at each of the \( N \) nodes is globally unbiased in the sense defined in, e.g., [15,28]. To make this explicit, consider the sigma algebra generated by the random weights before resampling, i.e., \( \mathcal{G}_t = \sigma \left( \tilde{w}_t^{(n,k)}, \tilde{x}_t^{(n,k)} \right), n = 1, \ldots, N; k = 1, \ldots, K \). Since the aggregated weights \( W_t^{(n)} \) are \( \mathcal{G}_t - \)measurable, for any integrable function \( f \) the conditional expectation of the estimator \( (f, \hat{\mu}_t^{(K)}) \) given \( \mathcal{G}_t \) is

\[
\mathbb{E} (f, \hat{\mu}_t^{(K)} | \mathcal{G}_t) = \frac{N}{n=1} \sum W_t^{(n)} \mathbb{E} (f, \hat{\mu}_t^{(K)} | \mathcal{G}_t)
\]

and, since the local normalized weights \( \tilde{w}_t^{(n,k)} \) and particles \( \tilde{x}_t^{(n,k)} \) are also \( \mathcal{G}_t - \)measurable,

\[
\mathbb{E} (f, \hat{\mu}_t^{(K)} | \mathcal{G}_t) = \frac{K}{k=1} \sum \tilde{w}_t^{(n,k)} f (\tilde{x}_t^{(n,k)}) = (f, \tilde{\pi}_t^{(K)}).
\]

Substituting (8) into (7) yields

\[
\mathbb{E} (f, \mu_t^{(K)} | \mathcal{G}_t) = (f, \tilde{\pi}_t^{(K)}),
\]

i.e., the DNA procedure is unbiased.

3.5 Summary

Table 2 summarizes the DPF algorithm investigated in this paper. Note that in order to apply this technique, we assume that all the observations in the vector \( y_t \) are available at every node at time \( t \). This assumption is fairly natural in the parallel computation setup of [6,28], but not necessarily in the WSN framework of interest here. This issue will be specifically addressed in the subsequent sections. In order to obtain a global estimate of \( (f, \mu_t) \), each node \( n \) in the network should transmit its local estimate \( (f, \mu_t^{(n)}) \) and its aggregated weight \( W_t^{(n)} \) to a prescribed node (working as a fusion center) where \( (f, \tilde{\pi}_t^{(K)}) = \left( \sum_{n=1}^{N} W_t^{(n)} (f, \mu_t^{(n)}) \right) \) can be computed. Note that the PEs can keep running asynchronously with the fusion center, i.e., the DPF does not have to be stopped or even delayed to compute the global estimates in (6).

4. Hardware and Software Framework

4.1 Hardware

In our deployment we use the Mote2; which has CPU set at 23 MHz (although it lacks native support for floating point operations which are, as a result, relatively much slower), 32 Megabytes of memory, and a transceiver with a maximum transmission rate of 31.250 bytes/s. The motes are about 6 x 4 x 2 centimeters (including their power source of three AAA batteries).

The hardware limitations define the problem and our approach to it. Our goal is primarily constrained to obtaining the highest possible speed at which each set of observations can be processed (one sequential step of the PF) without compromising the mathematical soundness of the algorithm. An increase in the frequency of sequential steps correlates strongly with higher tracking accuracy, and also the speed of the target we are able to track. This takes priority over developing more sophisticated models.

In our deployment, processing is distributed across several nodes, although this becomes a trade-off with the network’s capabilities. The DNA algorithm implies
a considerable amount of communication between nodes, yet the data transfer between multiple nodes in a wireless sensor network is inherently much less reliable than within multiple processors in a single machine or a wired network. Therefore, balancing the computational and network loads efficiently is the key to providing the best tracking results.

We use the Imote2’s light sensors, which provide an integer reading between 0 and 65535 relative to the current light level (0 in complete darkness).

4.2. Software

We build the PF described in Section 3 as a library in the c programming language; attractive in terms of speed, and usable on the mote’s operating system: TinyOS.4

Fig. 1 outlines our framework. To interface our library with the mote hardware, we have developed an application layer which calls the appropriate functions and interfaces with the sensor hardware, and a communications layer which interfaces the application with the radio. These two layers are written both for the motes for deployment, and in standard c for simulations.

Our distributed PF library implements three scenario-dependent elements: the dynamic function, the observation function, and also the scenario layout specification. The dynamic function describes the motion of the target we are tracking, i.e., the pdf \( p(x_t|x_{t-1}) \). The observation function determines how these observations relate to the state variables, i.e., the pdf \( p(y_t|x_t) \). The layout specification defines the physical network layout (sensor positions, light source, and the a priori distribution of the state, i.e., the pdf \( p(x_0) \)). Any of these elements can be changed to suit different deployments. The source code of our library is available at: https://sourceforge.net/projects/dpflib/files/.

4.3. Implementation

Fig. 2 shows a simple example of distributed network of the type that we consider: a heterogeneous network, consisting of processing elements (PEs) and sensing-only elements (SEs). In our particular deployment, all hardware is identical and both PEs and SEs read and broadcast sensor observations, but only the designated PEs generate particles and compute weights for the DPF. In many settings, the SEs would be much simpler hardware or, all nodes of the network would be PEs.

We assume a fully connected network, within which there are two possible network operations:

1. broadcasting sensor observations to all PEs; and
2. sending particles to specific PEs,

where operation 1 is carried out by all nodes, and operation 2 is carried out only by PEs. With respect to PEs, in practice we find it convenient to combine both operations into a single broadcast packet sent out at each sequential step.

Recall from Section 3.2 that in the particle exchange step of the DPF each PE \( s, s \in \{1, ..., N\} \), exchanges particles and weights with its neighbors. In particular, the \( s \)-th PE receives a set of weighted particles \( \mathcal{M}_{s}^{t} \) from every neighbor PE with index \( r \in \mathcal{N}_{s}^{in} \subset \{1, ..., N\} \) and transmits a set of particles \( \mathcal{M}_{s}^{out} \) to every PE with index \( k \in \mathcal{N}_{s}^{out} \subset \{1, ..., N\} \). In our implementation we design \( |\mathcal{N}_{s}^{in}| = |\mathcal{N}_{s}^{out}| = 1, \ s = 1, ..., N, \) for simplicity. In particular, \( \mathcal{N}_{s}^{in} = \{s - 1\}, \) for \( s = 2, ..., N, \) and \( \mathcal{N}_{s}^{out} = \{s + 1\}, \) for \( s = 1, ..., N - 1 \) while \( \mathcal{N}_{1}^{in} = \{N\} \) and \( \mathcal{N}_{N}^{out} = \{1\} \).

Since the particle exchange is carried out immediately after the local resampling steps, all samples have equal weights and, therefore, it is enough to select \( \mathcal{M}_{s}^{t+1} = \{x_{s}^{t+1,0}, w_{s}^{t+1,1:jw} Q\}_{j=1}^{Q}, \) \( \mathcal{M}_{s}^{t+1} = \{x_{s}^{t+1,0}, w_{s}^{t+1,1:jw} Q\}_{j=1}^{Q}, \) i.e., each PE transmits its first \( Q \) particles and receives a set of \( Q \) particles to replace them.

Fig. 2. A small example network layout with four nodes, two of which are designated as PEs and two as SEs. The different thickness of the lines is respective of different amounts of data sent among nodes.
From the point of view of PE $s$, the following operations are carried out at each time step $t$:

1. **Comms. layer**: packets arrive from all other nodes $j \in \{1, \ldots, J\} \setminus \{s\}$. 
2. **Application layer**: extract the observations $y_{t,j}$, $j \in \{1, \ldots, J\} \setminus \{s\}$; extract particles received from the PE $n \in \mathcal{N}_s^m$, namely the set $\mathcal{M}_{t}^{n,s} = \{x_{t}^{(n,i)}, w_{t}^{(n,i)}\}_{i=1}^{Q}$. 
3. **DPF library**: create the observation vector $y_t = (y_{t,1}, \ldots, y_{t,J})^T$ and the set $\{x_{t-1}^{(n,k)}, w_{t-1}^{(n,k)}\}_{k=1}^{K}$ according to Eq. (5).
4. **DPF library**: step through the PF (recursive steps 2–5 of Table 2) to obtain the set $\{x_{t}^{(n,k)}, w_{t}^{(n,k)}\}_{k=1}^{K}$. 
5. **Application layer**: wait for timer tick, then read the observation $y_{t+1,s}$ from the sensor and put it into a packet with the message $\mathcal{M}_{t+1}^{s,m} = \{x_{t}^{(n)}, w_{t}^{(n)}\}_{i=1}^{Q}$, where $n \in \mathcal{N}_s^{\text{out}}$. 
6. **Comms. layer**: broadcast the packet.

The computation of estimates is not, strictly speaking, part of the algorithm. Local estimates can be computed at any time in the PEs without interrupting the flow of the algorithm. Specifically, given some integrable function of interest $f$, the approximate integral $(f_{t}^{(n,k)})$ can be computed in the $s$-th PE after step (3) is completed. In step (5) the pair of $(f_{t}^{(n,k)}), w_{t}^{(n)}$ can be wrapped into the packet to be transmitted and then broadcast in step 6. One or more PEs in the network collect the local estimates $(f_{t}^{(n,k)}), n = 1, \ldots, N$, and compute the overall estimate $(f_{t}^{(n,k)}) = \sum_{n=1}^{N} w_{t}^{(n)}(f_{t}^{(n,k)})$. In our setup, the task is carried out by PE 1, but this is completely arbitrary.

The network is initialized by generating a command broadcast from a base node. Upon receiving this command, all motes set their timers to the specified frequency and initialize them. The time count is set to $t=0$ and initial particle sets are drawn from the prior $p(x_0)$, i.e., the sets $\{x_{0}^{(n,k)}\}_{k=1}^{K}$ are generated, with aggregated weights $w_{0}^{(n)} = 1$ for every $n$ and $w_{0}^{(n,k)} = 1/K$ for every $n$ and $k$. At time $t=1$, each node transmits its sensor observation $y_{t,j}$, $j = 1, \ldots, J$, which begins the loop (no particle exchange is actually needed at time $t=0$).

In our experiments, the fusion of local estimates into a global estimate takes place on the designated mote at each timestep, as soon as the incoming packet is unpacked, i.e., as soon as the other motes’ local estimates are available. Depending on the application, this estimate could be recorded (for later analysis) or forwarded on to be monitored by the user.

### 5. Construction of observation models

The goal is to implement a DPF for target tracking using WSN that collects light intensity measurements. Our experimental scenario is depicted in Fig. 3. It is a room with $J=10$ nodes (each equipped with a light sensor) enclosing an area of $3.2 \times 6.0$ m with a single source of natural light (a window). Although there is little variation in artificial light, natural light comes more readily from side-on, making it more practical to carry out indoor tracking without modification to the existing setup of the room (by adding lamps, etc.).

Using light sensors for position estimation is fundamentally different from using other types of observations such as RSS, sound waves and GPS signals, which are essential functions of the distance between the target and the sensor. Light sensors only provide an integer value proportional to the amount of light they are receiving. In a uniform medium (such as, approximately, the air inside a room), light travels in straight lines, and over short distances (e.g., several meters, as we are considering) scattering from suspended particles and air molecules has a negligible effect on light. A good review of optics is given in [24]. Hence, any object geometrically enclosed in the region between a light sensor and a light source can affect the values being read by that sensor. If the source of light is a window, in a top-down two-dimensional representation the detection zone can be viewed as a triangle, as depicted in Fig. 3 (i.e., the $Z$ region).

Reflections and scattering from surfaces (such as walls), inanimate objects (e.g., furniture) and the target itself are far too complex to be modeled, especially on our limited hardware. Since it is very hard to translate the disturbances caused by the target in the sensor readings into distance measurements, we instead focus on obtaining binary observations: 1 if the target is inside the detection zone and 0 otherwise.

As the target keeps moving within the detection zone, it may block light or actually reflect light into the light sensor, thus causing the light level reading to go either up
Putting the observations of all nodes together into a single dataset, we instructed a person (acting as the target) to walk through the area during a period comprising $T$ seconds. Specifically, we collected $L$ light readings (evenly spaced in time, one every 0.5 seconds) between the sequential steps of $t=1,\ldots,T$; each sensor $j$ collected samples $V_{tj} = \{v_{1,j}, \ldots, v_{T,j}\} \forall j = 1,\ldots,J$ (one set per sensor). With the data collected up to time $T$, we selected the threshold $\tau$ as the average of the empirical variances of all sensors, i.e.,

$$\tau = \frac{1}{JT} \sum_{j=1}^{J} \sum_{t=1}^{T} \text{var}(V_{tj}).$$

The same threshold is then used by both PEs and SEs.

Recall from Section 3 that the nonnormalized weight for the $k$-th particle of the $n$-th PE is computed as

$$\hat{w}_n^{(k)}_{t} = \hat{w}_n^{(k)}_{t-1} p(y_t|x^{(k)}_{t}).$$

Therefore, it is necessary to specify a model for the likelihood $p(y_t|x^{(k)}_{t})$. We assume that the observations are conditionally independent across the different sensors, hence $p(y_t|x^{(k)}_{t}) = \prod_{j} p(y_{tj}|x^{(k)}_{t})$ and we only need to specify the marginal density $p(y_{tj}|x^{(k)}_{t})$. We define the latter as

$$p(y_{tj}|x^{(k)}_{t}) = \begin{cases} 
1 - F^+ & \text{if } x^{(k)}_{tj} \in Z_j \text{ and } y_{tj} = 1 \\
F^+ & \text{if } x^{(k)}_{tj} \notin Z_j \text{ and } y_{tj} = 1 \\
1 - F^- & \text{if } x^{(k)}_{tj} \notin Z_j \text{ and } y_{tj} = 0 \\
F^- & \text{if } x^{(k)}_{tj} \in Z_j \text{ and } y_{tj} = 0
\end{cases} \quad (10)$$

where $Z_j$ is the two-dimensional detection zone enclosed by sensor $j$ and the vertices of the light source, and $F^+$ and $F^-$ are the *false positive* and *false negative* rates associated with the deployment (i.e., the probability of $y_{tj} = 1$ when the target is outside $Z_j$ and the probability of $y_{tj} = 0$ when the target is inside $Z_j$, respectively). The error rates $F^+$ and $F^-$ are calibrated empirically from a short supervised walk ($T=20$ steps) in the real-world scenario. Specifically, we set

$$F^+ = \frac{1}{JT} \sum_{j=1}^{J} \sum_{t=1}^{T} I\left(y_{tj} = 0, x^{(k)}_{tj} \in Z_j \right),$$

$$F^- = \frac{1}{JT} \sum_{j=1}^{J} \sum_{t=1}^{T} I\left(y_{tj} = 1, x^{(k)}_{tj} \notin Z_j \right),$$

where each $y_{tj}$ is given from Eq. (9) on the motes and $I(a,b)$ is an indicator function returning 1 if, and only if, both $a$ and $b$ are true, and 0 otherwise. In our experimental setup, this supervised walk was an X-shaped trajectory passing through all sensors’ detection zones at least once. The error probabilities $F^+$ and $F^-$ are constants in the model and identical for all PEs. The (supervised and apriori known) walk used to calibrate $F^+$, $F^-$ is different from the (unsupervised and arbitrary) walk used to obtain the threshold $\tau$.

Note that the constants in the likelihood model (i.e., $\tau$, $F^+$, and $F^-$) are the same for all nodes. It is possible to select a unique threshold $\tau$ (and, hence, unique error rates $F^+_j$ and $F^-_j$) for every sensor by using supervised trajectories in and out of the detection zones $Z_1,\ldots,Z_J$. This is intuitively quite appealing from the point of view of trying to maximize the accuracy of the observation model. However, we found that in real-world tests this approach leads to worse performance than a single general model for all nodes. This is probably due to the greater possibilities of introducing errors when manually aligning sensor readings with the true trajectory (necessary for a supervised walk), and from inadvertently obtaining overly ‘sterile’ data by choreographing the target’s movements too precisely, as well as overfitting the data (the target used for training will not be the same one for testing). Moreover, manually aligning the binary sensor readings...
for the true trajectory is a very intensive task, impractical for many real-world deployments. In light of this, we decided to calibrate a single observation model, common to all sensors.

6. Simulation and experimental results

We illustrate the validity of our approach by applying the proposed DPF algorithm in a real-world WSN for target tracking using the binary observation model described in Section 5. We first describe the dynamic model for the target, then show results both for synthetic and experimental (real-world) observations. We conclude the section with a brief discussion of the advantages and disadvantages of the proposed scheme.

6.1. Setup

We consider a state-space vector \( \mathbf{x}_t = [x_{1,t}, x_{2,t}, x_{3,t}, x_{4,t}]^T \) in \( \mathbb{R}^4 \) that describes the position \( \mathbf{p}_t = [x_{1,t}, x_{2,t}]^T \) and velocity \( \mathbf{v}_t = [x_{3,t}, x_{4,t}]^T \) of the target at time \( t \).

The prior distribution \( p(\mathbf{x}_0) \) is (multivariate) Gaussian. In particular, \( \mathbf{p}_0 \) and \( \mathbf{v}_0 \) are a priori independent and
\[
\begin{align*}
p(\mathbf{p}_0) &= N(\mathbf{p}_0; \mathbf{0}, \sigma_p^2 \mathbf{I}_2) \quad \text{and} \\
p(\mathbf{v}_0) &= N(\mathbf{v}_0; \mathbf{0}, \sigma_v^2 \mathbf{I}_2),
\end{align*}
\]
where \( N(\mathbf{z}; \mathbf{0}, \Sigma) \) denotes the Gaussian density of the random vector \( \mathbf{z} \), with mean \( \mathbf{0} \) and covariance matrix \( \Sigma \), \( \mathbf{I}_2 \) is the 2 \( \times \) 2 identity matrix and

- the mean prior position is \( \mathbf{p}_0 = [2.5, 0.4]^T \), i.e., the target enters through the bottom-right corner of the area of interest sketched in Fig. 3(left),
- the mean prior velocity is \( \mathbf{v}_0 = [-0.2, 0.2]^T \), i.e., the target is initially expected to move toward the middle of the area of interest, and
- the prior variances are \( \sigma_p^2 = 0.5 \) and \( \sigma_v^2 = 4 \times 10^{-3} \).

Assume that the region of interest is a rectangle of the form \( A = A_1 \times A_2 \), where \( A_1 \in \mathbb{R}^2 \) and \( A_2 \in \mathbb{R}^2 \). Then we model the target dynamics as
\[
\mathbf{x}_t = \mathbf{b}_A(\mathbf{f}(\mathbf{x}_{t-1}, \alpha_t) + \mathbf{u}_t),
\]
where

- \( \{\alpha_t\}_{t \geq 1} \) is an i.i.d. sequence of indicator random variables with pmf \( p(\alpha_t = 1) = \alpha_t = 0.1 \) and \( p(\alpha_t = 0) = 1 - \alpha_t = 0.9 \),
- \( \mathbf{f}(\mathbf{x}_{t-1}, \alpha_t) \) is a vector-valued state transition function (specified below),
- \( \mathbf{u}_t \) is the process noise, with density \( N(\mathbf{u}_t; \mathbf{0}, \mathbf{C}_u) \) and \( \mathbf{C}_u = \begin{bmatrix} \sigma_u^2 & 0 \\ 0 & \sigma_u^2 \end{bmatrix} \),
- and \( \mathbf{b}_A \) is a ‘wrapper’ function designed to keep the target motion within the limits of the region \( A \) (also described below).

The indicator \( \alpha_t \) determines the kind of motion of the target. If \( \alpha_t = 0 \), then \( \mathbf{f}(\cdot, \mathbf{0}) \) yields a constant-velocity \( [4] \) model. If, on the other hand, \( \alpha_t = 1 \), then \( \mathbf{f}(\cdot, \mathbf{1}) \) produces a sharp turn by generating a velocity vector independent of the velocity at time \( t - 1 \), specifically:
\[
\mathbf{f}(\mathbf{x}_{t-1}, \mathbf{0}) = \begin{bmatrix} 1 & 0 & T_s \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} x_{1,t-1} \\ x_{2,t-1} \\ x_{3,t-1} \\ x_{4,t-1} \end{bmatrix}
\]
and
\[
\mathbf{f}(\mathbf{x}_{t-1}, \mathbf{1}) = \begin{bmatrix} x_{1,t-1} \\ x_{2,t-1} \\ v_t \cos(\alpha_t) \\ v_t \sin(\alpha_t) \end{bmatrix}
\]
where \( T_s \) is the time discretization period, \( v_t \) is the modulus of the velocity at time \( t \), drawn from the uniform pdf \( p(v_t) = U(0, V_{\max}) \), and \( \alpha_t \) is the angle of the velocity at time \( t \), drawn from the uniform pdf \( p(\alpha_t) = U(0, 2\pi) \). The maximum velocity is set to \( V_{\max} = 1.5 \text{ m/s} \).

In simulations the target will reverse any of its velocity components when moving out of the scenario bounds (intuitively, it will ‘bounce’ off the walls). This reflects the fact that target motion is restricted by the bounds of an indoor scenario. In particular, recalling that \( A = A_1 \times A_2 \), we define the wrapper function \( \mathbf{b}_A \) as
\[
\mathbf{b}_A = \begin{bmatrix} x_{1,t} \\ x_{2,t} \\ x_{3,t} \times (-1)^y(x_{3,t} \notin A_1) \\ x_{4,t} \times (-1)^y(x_{4,t} \notin A_2) \end{bmatrix}
\]
where the indicator function \( I(x_{3,t} \notin A_1) \) returns 1 if and only if \( x_{3,t} \) falls outside the interval \( A_{1,d}, d \in \{1, 2\} \).

Table 3 displays the values of the relevant simulation and algorithm parameters. Note that the number of PEs \( N \) is the only variable which we change directly in our experiments. For example, we use \( N=1 \) as the equivalent to a centralized PF (for comparison). Note, however, that changing \( N \) affects other variables, such as the number of SEs \( J-N \) and the number of particles per PE \( K=M/N \). It does not matter which of the nodes are PEs and which are SEs, since we assume a fully connected network. Each node (either PE or SE) produces one binary observation \( Y_{j,j+1} \) every \( T_s \) seconds.

Each PE transmits \( Q=1 \) particles in the particle exchange step. Recall that the exchange is carried out in a circular manner, (see Section 4.3). Local resampling is

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Value (unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of PEs</td>
<td>( N )</td>
<td>4*</td>
</tr>
<tr>
<td>No. of nodes</td>
<td>( J )</td>
<td>10</td>
</tr>
<tr>
<td>No. of SEs</td>
<td>( J-N )</td>
<td></td>
</tr>
<tr>
<td>Total no. of particles</td>
<td>( M )</td>
<td>100</td>
</tr>
<tr>
<td>No. of particles/PE</td>
<td>( K )</td>
<td>( M/N )</td>
</tr>
<tr>
<td>No. of exchanged particles</td>
<td>( Q )</td>
<td>1</td>
</tr>
<tr>
<td>No. of timesteps</td>
<td>( T_s )</td>
<td>18</td>
</tr>
<tr>
<td>Sampling period</td>
<td>( T_s )</td>
<td>1.0 (s)</td>
</tr>
<tr>
<td>Position variance</td>
<td>( \sigma_p^2 )</td>
<td>0.5 (m^2)</td>
</tr>
<tr>
<td>Velocity variance</td>
<td>( \sigma_v^2 )</td>
<td>0.004 (m^2)</td>
</tr>
<tr>
<td>Maximum velocity</td>
<td>( V_{\max} )</td>
<td>1.5 (m/s)</td>
</tr>
</tbody>
</table>

* Varied for some experiments.
carried out at each step, which keeps the computational load even for all \(t\) and eliminates the overhead of checking if resampling is necessary. We use systematic resampling [8] which is significantly faster than, e.g., multinomial resampling schemes.

### 6.2. Computer simulations

We compare the proposed DPF with a standard CPF over 100 random and independent target trajectories \(\mathbf{x}_{0:T}\) with associated synthetic data \(y_{1:T}\) drawn from the pmf \(p(y|\mathbf{x}_t)\) specified in Section 5. Then we applied both the CPF (\(N=1\)) and the DPF (with \(N=4\) PEs) with the same total number of particles \(M\) to track each sample trajectory from the associated sequence of synthetic observations.

We simulate with one observation (\(y_t\)) per second (\(T_s = 1\)), which is what the DPF \(N=4\) can obtain in practice, but

<table>
<thead>
<tr>
<th>Processing</th>
<th>CPF ((N=1))</th>
<th>DPF ((N=2))</th>
<th>DPF ((N=4))</th>
<th>DPF ((N=8))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sec/timestep</td>
<td>3.37</td>
<td>1.51</td>
<td>0.73</td>
<td>0.26</td>
</tr>
<tr>
<td>Timesteps/min</td>
<td>17.80</td>
<td>39.74</td>
<td>82.19</td>
<td>230.77</td>
</tr>
</tbody>
</table>
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**Fig. 5.** Histogram of the position error in meters for both the centralized (left) and distributed (right) versions of the PF over 100 simulated trajectories. In both cases the error is about half a meter on average.

**Fig. 6.** The simulated (black) paths for two (of the 100) simulations, and the corresponding DPF-estimated paths (red); each over \(T=18\) timesteps. (a) Run 1. (b) Run 2. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
note that it is impossible for the CPF to obtain this performance in practice on this hardware (the observation rate is too high for a single mote to cope with; see Section 6.3 and Table 4 for a discussion). The purpose of this simulation is to compare the performance of a DPF with that of an ideal CPF free of practical constraints, i.e., how much performance is lost on account of distributing the computation among the nodes.

Fig. 5 displays the empirical distribution of errors, and the average error, for 100 simulated paths. For a sequence of position estimates \( \mathbf{p}_t = [\mathbf{x}_{1,t}, \mathbf{x}_{2,t}]^T, t = 1, \ldots, T \), the absolute error at each step \( t \) is
\[
\epsilon_t = \sqrt{(x_{1,t} - \bar{x}_{1,t})^2 + (x_{2,t} - \bar{x}_{2,t})^2},
\]
and the mean absolute error (MAE) for a trajectory is
\[
\tau = 1/T \sum_{t=1}^T \epsilon_t.
\]

The CPF obtains an average MAE for 100 paths of 0.4991 m, and the DPF obtains 0.5115. We see that the performance loss in the DPF is minimal.

Fig. 6 plots a selection of these paths along with the path estimated by our DPF. The discrepancies between true and estimated location tend to occur when the target moves between detection zones. As the observations are binary and zone-based, rather than distance-based, there are ‘gaps’ around the edges (see for example the final points in Fig. 6b). Accuracy also tends to be higher nearer the light source where more detection zones overlap (see for example, Run 1).

Fig. 8 shows the evolution of the total weight within each node during simulation – both exchanging particles at each step and every five steps. The benefit of exchanging particles is clearly observable.

6.3. Experimental results

Using the parameter values in Table 3 we carried out the following experiment to track a person walking across the monitored region.

1. The person was instructed to walk a prescribed path through our real-world scenario (dashed line in Fig. 7) with each segment being slightly faster than the last. The trajectory lasts \( T = 18 \) s. Each node generated one observation per second, \( y_{jt}, j = 1, \ldots, 10, t = 1, \ldots, 18 \).

2. As the person walked, we run the DPF with \( N=4 \) PEs in real-time to process the observations \( y_{jt} \), \( t = 1, \ldots, T \), and produce estimates \( \hat{\mathbf{x}}_t = \sum_{n=1}^N W_{(n)} W_t \sum_{k=1}^K A_{(k)} x_{(n,k)}^t, t = 1, \ldots, T \), of the target trajectory.

Fig. 7 shows the trajectory the person was asked to walk, and the path estimated by the DPF. The true path can only be drawn approximately, although we expect it to be accurate to within a fraction of a meter. Time points are unavailable, as we have no way of accurately synchronizing the target movements with the scenario, but we know the target walked each of the three segments slightly faster than the previous one and the full path took 18 s to complete. As we expected, the target made brief pauses of about 1 s at the point where the direction changed (this
reflects the time necessary to stop and change direction, rather than a scripted break).

The DPF performs comparably to the CPF in the simulations and, although it may have some difficulty near the edges, where there are fewer detection zones, it quickly catches up when the target crosses the detection zones again. The experimental trajectory is challenging because three of the four points are right on the edge (if not slightly outside) the detection zones. At the final point, where several detection zones overlap, the target is estimated within centimeters.

### 6.4. Performance study

The speed (and also the accuracy) of the DPF is influenced by a trade off between processing and network communications. We study both of these factors separately.

Table 4 displays the average processing time required per timestep of DPFs with $N = 1$, 2, 4, 8 ($N = 1$ corresponding to the CPF) and a constant number of particles $M = 100$ shared among all PEs ($K = M/N$ each\(^a\)) on the earlier-described real-world trajectory. We see that halving $N$ approximately doubles the running time per timestep. Clearly the 3.37\,s per timestep as obtained by the CPF ($N = 1$) is not adequate for real-time tracking. Over a run of 18 s, this only allows for five steps through the PF. Note that a CPF simulated on an Intel Xeon 3.16 GHz CPU runs at 0.0008\,s per timestep (over 4000 times faster); a clear indication of the hardware limitations we are dealing with, as well as the efficiency of our implementation.

Table 5 displays the simulated performance for different sampling periods of the CPF. We already saw in Table 4 that any period less than about $T_s = 3.5$ is unobtainable in practice (namely, $T_s = 3.37$ without including network overhead). The error at $T_s = 3.5$ is three times greater than at $T_s = 1$, which can be managed with the proposed DPF in practice (see Section 6.3). Since we have already showed that the performance of the CPF and DPF are comparable given the same $T_s$ (see Section 6.2), we can say that in our real-word testbed, the DPF obtains three times greater accuracy compared to a practical CPF. Furthermore we note that, although the loss appears to taper a bit at 3.0 and 4.0\,s per timestep, this is almost certainly due to the bounds of the scenario ($3.3 \times 6.0$; thus 2.0\,m is about as much error as one can incur).

\(\text{Table 5}\)

<table>
<thead>
<tr>
<th>$T_s$ (s)</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>3.5</th>
<th>4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE (m)</td>
<td>0.31</td>
<td>0.50</td>
<td>0.77</td>
<td>1.33</td>
<td>1.48</td>
<td>1.63</td>
<td>1.77</td>
<td>1.93</td>
</tr>
</tbody>
</table>

\(\text{Table 6}\)

<table>
<thead>
<tr>
<th>Network load</th>
<th>CPF ($N = 1$)</th>
<th>DPF ($N \geq 2$)</th>
<th>DPF ($N \geq 2$) with global est.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of packets</td>
<td>$J - 1$</td>
<td>$J$</td>
<td>$J$</td>
</tr>
<tr>
<td>No. of bytes</td>
<td>$J - 1$</td>
<td>$J + 20N$</td>
<td>$J + 40N + 8a$</td>
</tr>
</tbody>
</table>

\(\text{Table 7}\)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Memory (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weights</td>
<td>4M</td>
</tr>
<tr>
<td>Normalized weights</td>
<td>4M</td>
</tr>
<tr>
<td>States</td>
<td>4dM</td>
</tr>
<tr>
<td>States-buffer (used in resampling)</td>
<td>4dM</td>
</tr>
<tr>
<td>Estimations (local, global, norm. const.)</td>
<td>$4d + 4N + 4N$</td>
</tr>
<tr>
<td>Layout, observation, constants, misc.</td>
<td>100 (approx.)</td>
</tr>
</tbody>
</table>

\(\text{Table 6}\) shows how the network communication load increases with more PEs. All DPFs in this layout send only one more packet per timestep than a CPF, since all nodes must broadcast their observations at each timestep (to the CPF’s single PE). On the other hand, the number of bytes per timestep increases linearly with respect to the number of PEs ($N$), as particles must be shared among them. With $N = 4$ this equates to 90 bytes (or 178 if needing to broadcast a global estimate) at each timestep, for which we have up to $T_s = 0.73 \pm 0.27$ s (refer to Tables 3 and 4 for $N = 4$). At the iMote2’s maximum bandwidth of 31,250 bytes/s, this is easily doable (even if we take into account a real-world scenario where this maximum is not achievable, packet overhead, time taken to resend dropped packets, etc., we are still left with a ‘comfortable’ margin).

Table 7 shows the main memory usage by the DPF implementation: with $N = 4$ PEs ($K = 25$ particles per PE) we use up to 4196 bytes per mote, a tiny fraction of the iMote2’s 32 Megabytes.

In the implementation we have presented, some optimization is still possible for faster performance. For example storing the state as integers with only 2 bytes instead of 4, and using a single bit to store individual observations, and only broadcast it if it is 1. This would reduce network traffic and possibly also computational time. However, we did not wish to present an over-optimized system for a single scenario, but rather a generic one that is suitable for deployments in a variety of environments.

We have not measured battery consumption directly (due to the difficulty in doing so on the iMote2). Although we have not needed to replace the batteries throughout several hours of testing, clearly our testbed network could not run continuously for weeks on end, as it requires a relatively large amount of processing and radio traffic as compared to many other WSN applications. Nevertheless,
it would be trivial to put the network in a sleep mode while no activity was detected by any sensors.

7. Conclusions and future work

We have described the implementation of a distributed particle filter (DPF) for target tracking in a wireless sensor network. Unlike existing work, the proposed method guarantees that the particle weights are constructed properly, and hence also the state estimators. We have carried out a series of simulations using models fitted with real light intensity data that show a tracking precision of around half a meter. In this respect, the accuracy difference between the proposed DPF and a centralized filter with the same total number of particles is less than 2 cm, whereas only the distributed version is fast enough for real-world deployment on the hardware we consider. To support this claim we have implemented a real-world WSN to track a moving target in a 3.2 × 6.0 m indoor scenario using only light-intensity measurements; accuracy is about half a meter on average.

The DPF with four processing nodes is over four times faster than an equivalent centralized version, meaning, equivalently, that the same performance can be obtained on less powerful hardware. A greater proportion of processing nodes does imply more reliance on efficient communications, but applications are mainly limited only by the overall size of the network (since all observations must be shared between all nodes). Adaptations to our filter will be needed to scale up to much larger networks with higher dimension observations; for example, by only requiring observations from an active area, or working with out-of-sequence observations. There is no reason to believe that such adaptations are not possible, and we have shown that our particle filter is already suitable to wireless sensor network scenarios, on hardware thousands of times slower than a typical desktop machine.
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