HELSINKI UNIVERSITY OF TECHNOLOGY

Department of Engineering Physics and Mathematics

Arto Klami

Regularized Discriminative Clustering

Master’s thesis submitted in partial fulfillment of the requirements for the degree of
Master of Science in Technology

Supervisor Docent Samuel Kaski
Instructor M.Sc. Janne Sinkkonen

Helsinki, 27th February 2003



TEKNILLINEN KORKEAKOULU DIPLOMITYON TIIVISTELMA

Tekija: Arto Klami

Tyon nimi: Regularisoitu diskriminatiivinen klusterointi
English title: Regularized Discriminative Clustering
Paiviamaira: 27. helmikuuta 2003 Sivumadira: 68
Osasto: Teknillisen fysiikan ja matematiikan osasto
Professuuri: T-61, Informaatiotekniikka

Tyon valvoja: dosentti Samuel Kaski

Tyo6n ohjaaja: PsM Janne Sinkkonen

Tyo6ssa tutkitaan ja kehitetddn eksploratiivisen data-analyysin tyokalua, jota kutsu-
taan diskriminatiiviseksi klusteroinniksi. Menetelméda voidaan kayttda vektorimuo-
toisten aineistojen analysointiin, kun jokaista néytettd kohden on saatavilla lisdtie-
toa antava luokkamuuttuja. Menetelma pyrkii 16ytaméaén aineistosta klustereita jotka
kertovat mahdollisimman paljon tasté lisdaineistosta.

Diskriminatiivinen klusterointi perustuu oppivan metriikan periaatteeseen. Periaate
antaa perustellun tavan oppia metriikka data-avaruuteen tarjolla olevan lisdtiedon
avulla. Tata voidaan pitaéd puolittain ohjattuna oppimisena, koska metriikka opitaan
ohjatusti, mutta sitd voidaan kiyttda ohjaamattoman oppimisen menetelmien yhtey-
dessa.

Diskriminatiivinen klusterointi jakaa data-avaruuden ja sen mukana opetusaineiston
erillisiin alueisiin. Se etsii klustereita, jotka ovat paikallisia alkuperéisessé metriikassa,
ja joiden sisalla lisdaineiston jakauma on mahdollisimman homogeeninen. Niinpéa dis-
kriminatiivisen klusteroinnin tuloksia on helppo tulkita alkuperéisen data-avaruuden
kannalta, mutta klusterit kertovat toisaalta paljon myos lisdaineistosta. Menetelméaé
kutsutaan diskriminatiiviseksi, koska klusterien sisdisestd homogeenisuudesta seuraa
klusterien vélinen mahdollisimman suuri erilaisuus.

Téassé tyossd tutkin diskriminatiiviseen klusterointiin liittyvéa optimointiprosessia.
Esittelen kolme eri optimointimenetelmaé ja vertailen niité keskenédédn seka kokeellises-
ti ettéd teoreettisesti. Lisaksi késittelen ja vertailen kolmea regularisointimenetelmaa,
jotka pohjautuvat informaatioteoriaan ja Bayesilaiseen pédattelyyn. Regularisoinnilla
tarkoitetaan menetelmén muokkaamista sen optimoinnin helpottamiseksi ja erityisesti
yleistyskyvyn parantamiseksi.

Tyon kokeelliset tulokset osoittavat, ettd diskriminatiivinen klusterointi toimii teh-
tavassdan paremmin kuin kolme vertailtavaksi valittua perinteistd klusterointimene-
telméad. Regularisoinnin kiytto parantaa menetelmén yleistyskykya eli toimivuutta
aineistoilla joita ei kiytetty mallin opettamiseen. Tulosten perusteella suosittelen yh-
ta optimointimenetelmista kéiytettdviksi diskriminatiivisen klusteroinnin yhteydessa.
Toisaalta regularisointimenetelmien vilille ei 16ydy selkedéd paremmuusjarjestysta.

Avainsanat: Diskriminatiivinen klusterointi, oppiva metriikka, regularisointi,
eksploratiivinen data-analyysi
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An exploratory data analysis tool called discriminative clustering is studied in this
work. The method analyzes vectorial data sets with a categorical auxiliary variable
attached to each data sample. The goal is to find clusters of the data samples that
would be maximally informative about the auxiliary variable.

Discriminative clustering is based on the principle of learning metrics that is a justi-
fied way of creating a good metric for the primary vectorial data space with an aid of
auxiliary data. This can be seen as a kind of partially supervised learning, as super-
vision is used for learning the metric, yet the metric itself is usable with unsupervised
methods.

Discriminative clustering partitions the data set to non-overlapping clusters. These
clusters are local in the original metric, and homogeneous with respect to the distribu-
tion of the auxiliary variable. Hence, discriminative clustering finds clusters that are
easy to interpret in terms of the primary data, but are informative about the auxiliary
data. The method is called discriminative clustering, as it drives the distributions of
different clusters to be maximally different.

I study the optimization process of discriminative clustering. Three different optimiza-
tion algorithms are presented, and compared both experimentally and theoretically.
In addition, three regularization methods, based on information theory and Bayesian
inference, are discussed and experimentally analyzed. Regularization modifies the
method to make it easier to optimize, and especially to increase the generalization
capability.

The experiments show that discriminative clustering outperforms three classical clus-
tering methods in its task. Using regularization improves the method’s generalization
capability, that is, performance on data sets that were not used for learning the model.
Based on the results, I recommend one of the optimization algorithms. On the other
hand, no definite ordering of the three regularization methods is found.

Keywords: Discriminative clustering, learning metrics, regularization,
exploratory data analysis
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Chapter 1

Introduction

1.1 Problem setting

Many natural and artificial processes generate vast amounts of data that can be collected
with modern computer systems. For example, meteorological stations collect various
weather measurements, and complex machines are monitored with several measurement
devices. Analyzing such data helps to understand these processes. With the information
obtained from the analysis, we can e.g. predict future measurements or develop the
machine to work more efficiently.

Unsupervised learning methods aim to ease this analysis by reducing the amount, di-
mensionality, or complexity of data. The amount of data is usually so high that it is
extremely difficult for humans to see any interesting properties in it. With learning
methods, we can visualize or summarize the data to simplify further analysis.

This thesis is focused on a particular area of unsupervised learning called clustering,
which can be seen as a way of reducing the complexity of data by grouping similar
samples together. Consider, for example, a data set of daily weather measurements
collected over a period of one year. We can group similar days to clusters, and analyze
the clusters instead of the original 365 days. Analyzing all the days separately would
have been possible here, but in real applications the number of data samples can be
hundreds of thousands or even more.

Traditionally clustering is a fully unsupervised process, that is, data is clustered based
only on the data samples that were collected. No criterion for selecting which measure-
ments are important is used, and all variations in data are modeled. In many cases, there
exists some additional information about the importance of variation in data. We can,
for example, say that the value of some measurement is more important than the values
of other measurements. It is reasonable to expect that using such extra information
would improve the clustering results.
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In this thesis, I discuss a situation where a value of a single categorical variable exists for
each data sample in addition to the continuous measurements or features of the sample.
In the case of the daily weather measurements, the variable could for example tell the
season, i.e. whether it is spring, summer, fall, or winter. It is assumed that this auxiliary
variable reveals what is relevant or interesting in the data. A good clustering of data
samples is such that takes the relevant properties of data into account, and clusters
the data to retain as much information about the auxiliary variable as possible. In
our example, it would mean that weather changes indicating season changes would be
emphasized. The discriminative clustering (DC) has been proposed for this purpose.

Discriminative clustering optimizes a certain cost function. In this thesis, I study this
optimization problem, and try to give suggestions on how to solve some of the difficulties
involved in it. To be precise, I study different optimization algorithms, and also present
some regularization methods to simplify optimization and improve generalization ability.

1.2 Structure of the thesis

This thesis is organized as follows. First in Chapter 2, I present some general background
information related to, or required for understanding, the rest of the thesis. A review
of the field of data clustering, and explanations of some common traditional clustering
methods are given in Chapter 3. These two chapters introduce the field of machine
learning and give a context for discriminative clustering.

Chapters 4 and 5 deal with the main topic of this thesis. In Chapter 4, I present the
discriminative clustering model, and discuss different possibilities for learning the pa-
rameters of the model. Some theoretical properties and connections are also discussed.
Chapter 5 presents the novel contributions of the thesis, namely different types of regu-
larization methods for discriminative clustering.

The performance of the discriminative clustering model is demonstrated on toy and real-
world data in Chapter 6. The optimization algorithms and regularization methods are
extensively compared on a few data sets. In addition, some properties of the method
and the optimization process are studied more extensively on one data set.

Related methods are briefly discussed in Chapter 7. Finally, the thesis is concluded in
Chapter 8, where I evaluate the work and give ideas for future research.

1.3 Contributions of the thesis

The discriminative clustering method, along with the optimization methods studied in
this thesis, has been published by Samuel Kaski and Janne Sinkkonen in various journal
and conference articles, including [28]. Also one of the regularization methods, entropy
regularization, has been presented by the same authors [27].
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The idea of the Bayesian regularization methods was invented by Samuel Kaski, and the
further development has been done jointly by me, Janne Sinkkonen, and Samuel Kaski.

I have contributed by deriving the formulas for the mixture of Gaussians regularization,
and by implementing the two Bayesian regularization methods. I have also carried out
the extensive testing to compare the performance of the algorithms and regularization
methods, and analyzed the results. In addition, I have contributed to the design and
implementation of the optimization algorithms.



Chapter 2

Background

This thesis aims to contribute to the field of data analysis. My interest is in the machine
learning approach to data analysis; the task is to find interesting properties of data given
a set of training samples. The training data is used for fitting a model so that the model
learns to represent the data. In other words, the model learns from the data in a sense
that after the training it can extract the same properties more effectively from other
similar data sets. This approach is especially useful when the amount of data is very
large and little prior knowledge of the data is available.

This chapter deals with basic concepts behind machine learning and related fields. Some
of them are general knowledge, and some are slightly more special things required for
understanding the discriminative clustering model and its connections. Clustering is
explained in more detail in the next chapter.

2.1 Brief review of information theory and probability

The methods and algorithms studied in this thesis rely heavily on two bases. The
discriminative clustering is a generative probabilistic model, so (Bayesian) probability
theory is necessary for understanding it. The other important foundation is information
theory, first presented by Shannon [26].

2.1.1 Bayesian probability theory

Probability theory is a quantitative theory of inference under uncertainty. The uncer-
tainty is treated by assigning probabilities to events. One might, for example, assign a
probability that it will rain tomorrow. In a more general setting, a probability distribu-
tion is a function that gives probabilities for all possible events x of some collection of
events Sx. These events are possible realizations of a random variable X.
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The frequentist approach to probability is to compute frequencies of events, whereas in
Bayesian theory, adopted here, the probabilities are assumed subjective and conditional
on prior knowledge. Prior knowledge means information that is known about the system
at the moment of probability evaluation. Instead of just giving a probability for raining,
we can give a probability that it rains tomorrow, given that it is raining right now.
Naturally the probability would be different if today was sunny, so the prior information
generally affects the probabilities.

Let us consider here the discrete case, where the set of possible events Sy is finite.
The probability of event x conditioned on the prior knowledge of Y = y is denoted by
p(X = z|Y = y), or more shortly p(x|y).

Bayesian probability theory consists of two basic rules. The sum rule states that the
sum of the probability and its complement is always one, conditioned on whatever in-
formation, that is, p(A = a|B = b) + p(A # a|B = b) = 1. The product rule states that
p(A=a,B=0b|C =c)=P(A=a|C=c)p(B=blA=0a,C =c).

From the product rule we can derive the Bayes’ rule

p(bla, c)p(alc)
p(ble)

Here ¢ tells the prior information, b can be though as a new observation, and a is
another event. We can use Bayes’ rule to update our beliefs; p(alc) gives the probability
of the event a before the new example b, while p(a|b, c) takes the new observation into
account. In the weather example, we can update forecasts according to the new weather
observations when they become available.

plalb,c) = (2.1)

Another important concept is marginalization. In a full Bayesian treatment, the joint
distribution of all variables in the problem, p(x1, ..., z,|c), is modeled. Often some of the
variables are not really interesting. For example, in the weather case, we might model the
joint distribution of temperature and raining probability. If we are considering whether
to take an umbrella or not, we only need to know if it is going to rain.

Marginalization means a process, where the uninteresting parameters, often called nui-
sance parameters, are summed or integrated out. In a two-variable case where y is a
nuisance parameter, the marginalization is formulated by

plzle) = Y pla,yle) . (2.2)

yESy

This generalizes directly to the multivariate case. Note that the denominator p(blc) =
> ap(a,blc) in (2.1) is computed by marginalization.

The formulas given above work also in the case of continuous event space, but the
summation in the marginalization rule has to be replaced by an integral over the whole
event space.
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2.1.2 Information theory

Shannon [26] defined information as that which reduces uncertainty, meaning that with
information, we can make predictions, as things are not as random as they are without
it. Information theory measures the information, and is here briefly explained.

One of the key elements of information theory is entropy. It measures, roughly speak-
ing, the amount of uncertainty in a random variable. For a discrete variable X with
probabilities p(z;) for events x; € S, the entropy is defined as

H(X) =~ ) plzi)logp(;) . (2.3)

IiESX

For continuous variables, the sum is replaced with integral and probabilities of outcomes
with probability density. The result is called differential entropy, which has similar
properties.

High entropy means that the outcome of the random variable is highly uncertain, and
the maximum value of entropy is obtained with equal probabilities for all events. In the
other extreme case, where p(z;) = 1 for some z;, the entropy is zero and there is no
uncertainty; the realization of X is known to always be that particular x;.

Entropy is also related to coding length, as it gives a theoretical minimum code length
that is on average required to encode the outcomes of the random variable. If the basis
of the logarithm is two, then the unit of the code length and entropy is called a bit.

Entropy can also be computed for conditional distributions. The conditional entropy is
denoted by H(X|Y), and it tells the entropy of X when Y is already known. We have

HXY)=—- > play)logp(@ily;) . (2.4)

J,‘iESX,y]’GSy

If X and Y are independent, i.e. p(z;,y;) = p(x;)p(y;), then the conditional entropy
H(X|Y) equals the entropy of X. The minimum of conditional entropy H(X|Y) is
obtained if the variables are maximally dependent, that is the realization of Y determines
the realization of X without uncertainty.

Another useful concept is mutual information. It gives a measure for how much infor-
mation we get about one variable if we know another variable. The mutual information
can be formulated with entropy and conditional entropy by

(i, y;)

IXGY) = HOO) = HXW) = 37 plassy)log 252

;€8x ,y; €Sy

(2.5)

This measure if symmetric, that is, I(X;Y) = I(Y; X). Notice that if X and Y are
independent, then I(X;Y) = 0. High mutual information occurs when the conditional
entropy H(X|Y) is low, meaning that the variable Y already gave almost the same
information as X.
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We will need one more concept from the field of information theory, namely Kullback-
Leibler divergence [16]. It is a measure of dissimilarity between two probability distri-
butions p and ¢, and is defined as

)

diL(pllg) = ;p(wi) log Zg;) :

(2.6)

This is not a metric between the two distributions as it is not symmetric and does not
satisfy the triangle inequality. However, it fulfills the other requirements of a metric: It
is non-negative, and zero only if p(x;) = ¢q(z;) for all i.

Kullback-Leibler divergence is also called relative entropy. We can think of dgr(p||q)
as the average redundancy in the code used to encode the events from distribution p by
using a code that is optimal for distribution q.

2.2 Model-based learning

Modern machine learning methods are often based on generative probabilistic models of
data, which means that the model defines a probability for all potential data sets, and
can in this sense generate samples from the same (or similar) distribution as the data.
For example, a model for x parameterized by 6 is written as p(x|f). The model should
be selected so that it is able to describe the data well if suitable parameter values are
selected. The model can then be used to analyze the data by various ways.

Such a model can be fitted to given data by selecting the parameters 6 so that the likeli-
hood of the data is maximized: the parameters are selected to maximize the probability
for generating the observed data x. For a finite data set consisting of N samples we thus
maximize the likelihood va p(x;]6) with respect to 6. This process is called maximum
likelihood estimation (MLE). No prior information is here taken into account.

The parameters can also be estimated on the basis of the so-called maximum a posteriori
(MAP) criterion. It is a Bayesian approach, where suitable prior distribution for 6 is
chosen, and probability of the model, or actually its posterior p(f|x), is maximized
instead of the likelihood. The posterior is obtained from the likelihood and the prior by
the Bayes’ rule (2.1). In MAP estimation we thus maximize

p(x|0)p(6)
p(x)

with respect to ; the probability p(x) of the observed data can be left out, because it
does not depend on 6 and thus does not affect the optimization.

p(Olx) = o p(x|0)p(0) (2.7)

In many cases, the logarithm of the likelihood or the posterior is used as an optimization
criterion instead of the original criterion. This is done to simplify the computation; the
product of individual likelihoods changes to a sum when the logarithm is taken, and
sums are usually easier to handle than products.
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2.2.1 Supervised and unsupervised learning

Learning methods can be roughly classified into two main categories: supervised and
unsupervised. The approaches differ by the methods that are used, and the goal of
learning.

Supervised methods learn a mapping from input to a specific output. This is usually
achieved by having examples of input-output pairs, and training the model with these
pairs. Other kinds of supervision could be used, but often the process can be formulated
in the same way. For example, a feedback of a human supervisor can usually be coded
as a preferred output variable.

In unsupervised learning, there is no specific output. Only the input samples can be
used, and the task is to find some inherent structure in the data, or to reveal some
properties of it.

From a probabilistic point of view, we may say that supervised learning methods try
to model p(y|x), that is, the conditional distribution of outputs y given the inputs x.
Often this is achieved by actually modeling the joint distribution p(y,x) of inputs and
outputs, and using the Bayes’ rule to get the conditional distribution. In unsupervised
learning, we are interested, and have means to handle, only the distribution of inputs

p(x).

Some combinations of these approaches have been presented, and a term semi-supervised
learning is sometimes used. It might mean, for example, learning from partially labeled
data, using supervised methods for a task common for unsupervised learning, or com-
bining supervised methods with unsupervised methods. One example of semi-supervised
learning approach is the learning metrics principle presented in the next section.

2.3 Learning metrics

The main topic of this thesis is the discriminative clustering method. It is based on a
more general theory, the learning metrics principle [12].

Most learning methods for continuous-valued data rely on distances, that is, we need
to compute how far two samples are from each other, or is a sample close to a certain
prototype. This means that properties of those methods are largely determined by the
selection of the distance measure or metric. This is especially the case in unsupervised
learning, as no supervision can be used to select or tune the metric.

Traditional choices for the metric in the case of real valued feature vectors are the
Euclidean metric or the metric induced by inner products of feature vectors. In many
cases these choices are rather arbitrary. Often some kinds of feature selection or scaling
methods are used to improve the situation, i.e. the metric is made to fit the problem at
hand by scaling the data space appropriately. This usually requires lots of work and is
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often done by an expert of the application field.

The learning metrics principle is designed to automatically create a metric that reflects
relevant aspects of data. This means that we create a metric such that the distance
between two points is large if the difference between them is relevant to the specific task.
Uninteresting differences are mapped to small distances.

The learning metric is created by using additional information that defines what changes
in data are relevant. In works published so far, the additional information has been
expressed as a categorical auxiliary variable associated with each data sample.

Data points x are samples from a distribution p(x). With attached auxiliary variables
¢, they are sampled from p(c,x). We want to measure distances between points in
primary space by changes in the distribution of the auxiliary variable. This is motivated
by assuming that variation in ¢ means important variation in x. The variations in
the conditional distribution p(c|x) then reveal the importance of the differences in the
primary data space.

The learning metrics principle defines the distance between two close-by data points x
and x + dx to be the difference between the corresponding conditional distributions of
c. The difference is measured by the standard Kullback-Leibler divergence dxy, (2.6). It
has been shown [16] that the divergence is locally equivalent to the quadratic form

d(x,x + dx) = dgp(p(c|x)||ple|x + dx)) = dxT I (x)dx , (2.8)

where J(x) is the Fisher information matrix formulated as

J(x) = By | (Vx log p(clx)) (Vx log p(cx))"| (2.9)

Here E,.x) denotes the expectation with respect to the distribution p(c|x). The matrix
has been classically used for constructing metrics for probabilistic model families (see
e.g. [19]). Here the data vector x is considered as the parameters of the matrix, hence
we construct a new metric for the primary data space. The metric is such that the
conditional distribution p(c|x) changes evenly in all directions.

The metric is defined locally for small changes in data. Global distances, if necessary,
can be obtained by computing path integrals of (2.8). With these global distances, the
learning metrics principle defines a Riemannian metric (see [19]) into the data space. In
this thesis, we need not compute global distances.

Notice that we could, in theory, use the Kullback-Leibler divergence to directly compute
the distance between two samples that are not close to each other by di 1. (p(c|x1)||p(c|x2)).
This would lead to the original topology of the space being lost, and the results could
not be interpreted in terms of the original data space.

The learning metrics principle only defines the distance measure by (2.8). The principle
can be thus realized in many ways. One way is to explicitly estimate the conditional
density p(c|x), and then approximate the distances with (2.8) where p(c|x) is replaced
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by the estimate. This approach to the learning metrics principle has been studied for
example in [13], and is briefly summarized in Chapter 7.

The learning metrics principle resembles supervised learning as suitable auxiliary data is
required for learning the metric. The difference is that in supervised learning the purpose
is to learn to predict the auxiliary data. Here the goal is to use it to help in analyzing,
exploring or mining the primary data. After the metric is learned, it can be used with
any unsupervised method and the auxiliary values are no longer needed. Hence, it could
be called semi-supervised learning.

2.4 Optimization

As explained in Section 2.2, a generative model is usually fitted to data by maximizing
the likelihood of the data or the posterior of the parameters. In practice this means
that we have a cost function, and we need to find the values of continuous parameters
that maximize it. Model fitting is thus a traditional optimization problem. Usually the
optimization algorithms are presented for minimization, and maximization is done by
minimizing the negative of the original cost function.

Here I introduce two methods that are used to solve optimization problems in this thesis.

2.4.1 Conjugate gradient algorithm

One of the simplest optimization algorithms is the method of steepest descent. The
algorithm proceeds iteratively, and at each step the parameter vector is moved along the
gradient of the cost function. One problem with the steepest descent algorithm is that
it often converges slowly because of a kind of zig-zag behavior: if a line-search method is
used to find the minimum along the gradient direction, then the next direction is forced
to always be in right angle with respect to the previous direction.

The zig-zag property can be prevented by selecting the descending directions more wisely.
Vectors d;...dg, are called H-conjugate if they are linearly independent and if diTH d;=0
for all ¢ # j.

A quadratic cost function
fx)=x"Hx+c"'x , (2.10)

where x and ¢ are L-dimensional real-valued vectors and H € RY*L can be minimized in

L iterations if a set of L H-conjugate minimization directions are used (see for example
[1] for a proof). At each iteration, a minimum along one of the vectors d; is searched.

One practical algorithm for performing optimization using conjugate directions is con-
jugate gradient algorithm (see, for example [1]). It is a gradient-based algorithm, where
at each iteration the optimization direction is selected by modifying the current gradient
with the previous optimization direction. This results in modest storage requirements,
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as only three vectors are required at each step, instead of having to store an estimate of
the possibly unknown H, a L x L matrix.

The first direction d; is selected as the negative gradient at the starting location x;.
After that, the following steps are iterated

1. Find the minimum along the direction d;, that is, find A; so that f(x; + A;d;) is
minimized. Let x;11 = x; + A\;d;.

2. Let dj41 = —Vf(XH_l) + «a;d;, where

Vf(xir1)" (Vf(xi41) — V(%))
IV f(x:)]2

(2.11)

o =

3. Stop if i = L, otherwise replace ¢ by ¢ + 1 and return to step 1.

The rule for a presented here is the so-called Polak-Ribiere variant. Other choices are
also possible, and in the case of quadratic cost function and exact line searches, the
proposed rules are identical. It is generally considered that the Polak-Ribiere variant
outperforms other classical variants when the cost function is non-quadratic.

The algorithm is designed for quadratic problems. However, it can be used also with
other kinds of cost functions. Locally all differentiable functions can be approximated by
a quadratic function, where H is the Hessian matrix, and conjugate gradient algorithm
finds a local minimum of such functions if enough iterations are used.

While the conjugate gradient algorithm is guaranteed to converge in L iterations for
quadratic problems, this is not the case with non-quadratic cost functions. More iter-
ations have to be used; in practice the algorithm can be run until converged or for a
suitably large predefined number of iterations. It is suggested to restart the procedure
every now and then, as the H-conjugacy of the minimizing directions is lost because
of numerical inaccuracies, and also because the cost function is not quadratic. Various
restarting criteria have been proposed; one of the most often used is to restart to the
negative gradient direction after every L iterations.

2.4.2 Simulated annealing

Annealing is a process where hot material is slowly cooled down. The slow cooling
enables the material to end up to a structure that is more stable than what is obtained
with faster cooling. High stability corresponds to low bounded energy in the structure,
so this can be seen as an optimization problem: the system seeks a structure where the
energy is the lowest.

Simulated annealing is a stochastic optimization method imitating physical annealing.
The method mimics physical annealing by introducing a pseudo-temperature, a variable
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that controls how “hot” the optimization problem is. This variable is slowly decreased
while the parameters are being optimized.

The optimal solution is sought by making small random changes into the system. In the
case of a discrete system (for which the simulated annealing was originally proposed in
the works by Metropolis, Kirkpatrick and Cerny, see for example [21] for references), we
take one variable and change its state. The total energy (or cost function) is evaluated
with both the old and the new structure. If the new structure has lower energy, the
change is accepted.

If the new structure has higher energy, the change might still be accepted due to “thermal
motion”. The probability of accepting an energy-increasing change at step t is given by
the acceptance function

(E(t+1) —E(t))) | 2.1

pA(t) o exp <— T

where T'4(t) is the temperature and E(t) the energy of the configuration at step t. Higher
temperature leads to higher probability of accepting energy-increasing changes.

During the annealing, the temperature is slowly decreased. This means that in the be-
ginning, the configuration makes almost a random walk in the space of all configurations.
With lower temperatures, energy-increasing steps are more likely to be rejected, and so
the annealing process leads to states with lower energy. If the temperature schedule
(how the temperature is decreased) is suitable, the algorithm is guaranteed to converge
into a global optimum, though only for a very large number of iterations (see e.g. [21]
for discussion).

2.5 Regularization

Regularization refers to a process where a problem is modified so that it becomes possible
or easier to solve. For example, solving some problems require inverting a matrix. If the
matrix is singular (it has zero determinant) that cannot be done. Also if the matrix is very
close to singular, numerical inaccuracies may cause large errors. A simple regularization
that helps in both cases, is to modify the original matrix by adding an identity matrix
multiplied with a small constant.

Another use for regularization is to improve the generalization capability of the method.
It is important that the results obtained on one data set should generalize also to other
data sets. This means that a model fitted to some training data should represent also
new samples well.

Unfortunately, many learning algorithms and models lead to solutions that are very
good for the training data, but do not generalize well. This is called overfitting. It
can be overcome in some situations with suitable regularization that prevents the model
parameters from drifting to too extreme values. For example, a very flexible model can
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be regularized by adding constraints that makes the model more rigid, thus increasing
the generalization capability.

The regularization method presented above for the matrix inversion is an example of
a more general case, where the problem is modified so that the solution becomes more
robust. Often it is done by introducing a simpler problem that is easier to solve, and
by changing the current problem slightly towards the easier problem. In the case of
model based learning, we can regularize a model, for example, with a simpler model for
the same problem. The amount of regularization is often controlled by a variable that
determines how large an effect the simpler problem has.

Some classical forms of regularization are interpretable in the Bayesian framework as in-
corporation of prior knowledge to the solution. A suitable prior density over the parame-
ters is specified, which is equivalent to changing from maximum likelihood estimation to
MAP estimation. Increasing the importance of the prior information in MAP estimation
can also be considered regularization.



Chapter 3

Traditional clustering

Clustering means a process where groups of similar data samples are sought from data.
Consider, for example, a data set consisting of weights and heights of different animal
species. The data contains several measurements of each specimen, but we do not know
what kinds of animals the samples represent. If we plot the samples into a diagram
with weight and height as axes (Figure 3.1), we see how the samples are distributed in
the feature space. One should immediately notice that the samples form three separate
groups or clusters. By making this kind of clustering, we can more easily analyze the
data. We can, for example, analyze each cluster further and try to figure out what kinds
of animals the cluster could represent.

While such visual clustering is simple for humans in low-dimensional data spaces, it is
a lot more difficult when the dimensionality of the feature space is tens or hundreds,
or if the cluster are not as clearly separated as in the example. In such cases, specially
designed clustering methods or algorithms can be used.

Clustering methods can be divided roughly to three categories: partitional clustering
methods, probabilistic model-based clustering methods, and hierarchical clustering meth-
ods. The first two categories are relevant to this thesis, as discriminative clustering shares
properties of both categories.

Partitional and model-based clustering methods are explained here, and some exam-
ples of actual methods are given. The hierarchical clustering methods are only briefly
mentioned.

3.1 Partitional clustering

Partitional clustering divides the data space into non-overlapping regions. These regions
present the clusters, and they cover the whole data space. Each data sample belongs to
exactly one of these regions, and is thus assigned to the corresponding cluster.

14
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Figure 3.1: Imaginary two-dimensional data set, where it is easy to locate three clusters
by simply looking at this plot.

Partitional clustering is conceptionally simple, and the results are easy to interpret. It is
especially useful for summarizing large data sets. Because of these properties, partitional
clustering methods are widely used.

3.1.1 Vector quantization and K-means clustering

Vector quantization means a process, where data is presented by a small set of prototype
vectors. Each data sample is assigned to one of these prototypes. The set of prototypes
is called a codebook, because we can think this as coding the data with the prototypes
in the codebook.

The prototype vectors are here denoted by m; € RY, where L is the dimensionality of
the data space. The data space is partitioned into Voronoi regions formed by the cluster
prototypes. The Voronoi region V; of prototype m; is the part of the data space where
that particular prototype is the closest prototype. More formally

x € Vj if d(x,m;) < d(x,my) forall 1 <k <K, (3.1)
where K is the number of prototypes in the codebook.

Representing data points by prototype vectors causes errors or distortions since the data
points differ from the prototypes. A natural criterion for selecting the codebook is thus to
minimize the distortions. Given the probability distribution p(x), the expected distortion
or quantization error is

K
Evg = Z /V | d(x, m;)p(x)dx , (3.2)
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where d(x, m;) measures the distortion between the sample x and the prototype vector
m;. One popular choice for the distortion function is the squared Euclidean distance.
For that choice and a finite data set, the total distortion is

K
Byg=>_ Y lxi—my|*. (3.3)

j=1x;€V;

For squared Euclidean distortion, an iterative algorithm called K-means [7] can be used
for finding the codebook. Each prototype is initialized randomly, and data samples are
clustered into the closest prototypes. Next the prototypes are updated to be the centroids
of the data samples currently belonging to that cluster. That is

ExiGVj X

N; ’

(3.4)

m; <
where N; is the number of samples in cluster j.

After this, each sample is again assigned to the cluster with the closest prototype. This
assignment and updating the cluster prototypes is repeated until the prototypes do not
change (significantly) anymore.

3.2 Probabilistic model-based clustering

Model-based clustering is a way of clustering based on a probabilistic model of data.
The model describes the probability of data, and is formed such that we are able to
compute the probabilities of samples belonging to clusters, i.e. it we can find out how
probable it is that sample x; belongs to the jth cluster, denoted by v;. This is expressed
as probability p(vj|x;). The model-based clustering methods thus give us a kind of soft
clustering.

Probabilistic models can be used for partitional clustering by selecting the most probable
cluster for each data sample. In that case some of the information captured by the
probabilistic model is lost, but the results can be interpreted as easily as partitional
clustering results.

Here I present some traditional model-based clustering methods relevant to my work.
These models can be used also for other tasks than clustering, but in this thesis I focus
only on their usage as clustering models. Later, in Chapter 6, I compare discriminative
clustering with these methods.

3.2.1 Mixture of Gaussians

A simple way of generating complex probability densities is to write the probability as
a sum (or mixture) of simple densities. In the case of continuous data, the Gaussian
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function is a suitable simple density function, and thus densities are often expressed as
mixtures of Gaussians (see [18] for a textbook account).

The mixture of Gaussians is a generative model, where each component u; generates
samples according to the Gaussian distribution associated with it. The density p(x)
is expressed as p(x) = Z]K:1 p(x|u;)p(u;). Here p(x|u;) is the Gaussian density of
component u;, and p(u;) is the probability of the component. Here K denotes the
number of components.

With traditional parameterization, the model is written as

Zpg L/Qm 7 P (e = my) T e = my)T) (3.5)

where p; is the weight of the jth mixture component, that is, it is a parameter repre-
senting the probability p(u;), and L is the dimensionality of the data space. The X; is
the covariance matrix of the Gaussian associated with component u;. Naturally vari-
ous simplifications are possible, for example the covariance matrices can be forced to be
diagonal, or the covariance matrices of different components can be made equal.

The parameters of mixtures of Gaussians are selected by maximizing the logarithmic like-
lihood of training samples. This can be done efficiently via an expectation maximization
algorithm (EM algorithm) [5].

A way to justify the EM algorithm is based on an idea of so-called missing data. Imagine
that there exists an indicator variable zj; for each data point x; and each component
uj. The indicator variable tells which component generated that particular data point.
Thus z;; = 1 for one component u; and zero for the others.

If the values z;; were known, the maximum likelihood solution for the mixture of Gaus-
sians could easily be computed by fitting each Gaussian independently. With the EM
algorithm, these missing variables can be used even though they are unknown. The al-
gorithm proceeds iteratively by estimating the probabilities of zj; (the expectation step)
and maximizing the likelihood given the estimated probabilities (the maximization step).

For a mixture of Gaussians, the expected value for zj; is just the posterior probability
p(uj|x;). The formulas for the maximization step depend on the restrictions posed to
the covariance matrices, but all maximizations can be done analytically in a linear time.
See, for example, [18] for exact formulas.

The mixture of Gaussians is used for clustering by computing the posterior probabilities
of generating components u; given a data point x. By Bayes’ rule we get p(u;|x)
p(x|u;)p(u;), and each component u; can be identified as a cluster v;. For partitional
clustering, the v; with the largest probability is selected.



CHAPTER 3. TRADITIONAL CLUSTERING 18

3.2.2 Supervised clustering: MDA?2

Mixture discriminant analysis (MDA2) [8] is a mixture model for the joint probability of
one categorical variable and a set of continuous variables collected to the vector x, p(c, x).
Clustering with MDA2 can be thought of as clustering x with supervision available via
the variable c.

MDA2 assumes that given the component u;, x and c are conditionally independent, that
is, p(ci, x|uj) = p(ci|uy)p(x|uj). Prior probabilities of components and the probability
of x given the component u; are modeled like in plain mixtures of Gaussians. The
probability p(c;|u;) is modeled by a multinomial distribution, here parameterized by &,
and thus we get the model

Zp]eﬂ = L ep (—lx - myP/0?) (3.6)

The model is here written with less general covariances: The covariance matrices of
different components are forced to be identical and of the form oI where I is the
identity matrix.

The likelihood of p(c, x) is optimized with an EM algorithm similar to the optimization
algorithm of mixture of Gaussians. The details can be found in [§].

MDAZ2 is used for clustering similarly as the mixture of Gaussians. The posterior proba-
bility of component u; given a sample pair (x, ¢) is p(uj|x, c¢) o< p(x|u;)p(clu;)p(u;). By
marginalization we get p(u;|x) = >, p(u;|x, cx)p(ck), and hence MDA2 can be used for
clustering based only on the sample x. Again the cluster identity v; can be identified
with the component u;, and partitional clustering is achieved by selecting the cluster
with the highest probability.

3.2.3 Vector quantization as a probabilistic model

Although vector quantization is a partitional clustering method, it can be formulated
probabilistically as the so-called classification mixture model [3]. The probability is
defined piece-wise in the Voronoi regions as (unnormalized) Gaussian functions:

p(xi{m}) = exp(=Allx; — my) ) (3.7)

1
Z({m})
where my(;) is the closest prototype for sample x;, and Z({m}), parameterized by the
whole codebook {m}, normalizes the integral of probabilities over the whole space to
one. Here the parameter A controls the width of the Gaussians.

The normalization term Z is unknown and difficult to compute as it depends on the
size of the Voronoi regions, and therefore also on the cluster prototypes m;. With a
suitable Bayesian treatment, we can get rid of it by assigning a prior for the set of
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cluster prototypes: If the somewhat artificial prior p({m}) = Z({m}) is used, the MAP
cost includes only the exponential terms. That prior favors solutions where Z is large,
that is, solutions where Voronoi regions are large and cluster prototypes are far from
each other. The particular probability to be maximized is

Zlogpwzl{m} ({m}) = Z Allzi = myg |7 - (3.8)

Maximizing the posterior probability of parameters is thus equivalent to minimizing the
quadratic Euclidean distortion resulting from replacing the samples with their closest
prototypes. This is exactly the cost function of VQ with squared Euclidean distortion
(3.3). Note that the parameter A does not affect the optimization. By making A smaller,
we effectively increase the separation between cluster prototypes, and thus also increase
Z({m}). In the limit A — 0, the Z({m}) approaches a value that is constant with
respect to the parameters m;, making the importance of prior distribution negligible.

3.3 Model order selection

The number of components or clusters K is a free parameter in all of the clustering
methods. It is often difficult to determine the correct or optimal number of clusters for
a specific task. Sometimes it can be chosen by the properties of the problem, but often
the choice is arbitrary.

Various methods have been suggested for selecting the optimal number of clusters. Many
are based on the principle of Occam’s razor: the simplest adequate explanation is the
best. More complex models can effectively minimize the error on training data, but the
results do not generalize well to test data because of overfitting.

As described in Section 2.2, the fitting of a model usually maximizes the likelihood or
the posterior probability of the model. Effectively this means that the parameters are
selected by comparing likelihoods (or posteriors) of models with different parameters.
The same approach could in theory be used for selecting the complexity of the model,
that is, we could select the number of clusters that maximizes the likelihood.

Model selection by comparing likelihoods directly is, however, usually a bad idea. This is
the case especially with nested model families, that is, sets of models where simpler model
is a special case of more complex model. With nested models, the optimal likelihood can
never decrease when the complexity increases, meaning that the most complex model
can always obtain at least the same likelihood as every other model.

Mixture of Gaussians is a nested model family. A mixture of K +1 Gaussians can always
be used for presenting exactly the same density as a mixture of K Gaussians by setting
one of the component probabilities p; to zero.

Many model selection criteria are based on comparing adjusted likelihoods. They apply
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the Occam’s razor by penalizing the models by their complexity, and thus overcome the
problem just described. Different penalization methods have been suggested based on
information theory, Bayesian analysis, and coding theory.

None of these model selection criteria are used in this work, but many of them are appli-
cable to the traditional clustering methods presented here and discriminative clustering.

Model selection by validation

A reason for selecting lower order models is that they usually generalize better than
complex models. Instead of explicitly penalizing the models by their complexity, we
can empirically estimate the generalization capabilities of models by measuring the like-
lihood of so-called validation set consisting of data not used during the model fitting.
If a number of different validation sets are used, we can compute various statistics for
the likelihood of unseen test sets. The best model or models can then be selected by
comparing the mean values and confidence intervals of the likelihoods of different models.

An efficient way of using limited number of data for estimating generalization ability is
the so-called N-fold cross-validation. The data is split into N (roughly) equally sized and
mutually exclusive subsets. The model is fitted N times, each time using N — 1 subsets
for fitting and 1 subset for validation. This results in likelihoods of N independent
validation sets. We can then select the model that gave the best average likelihood.
Cross-validation can also be used to compare the relative performance of different models
and optimization algorithms. Then in each fold the independent set is not used for
choosing model parameters but only for evaluating the generalization ability.

3.4 Other clustering methods

There are numerous other clustering methods, and the models explained here are just a
few examples. In addition to the partitional and probabilistic clustering methods, there
exist several clustering methods that either group or divide data iteratively.

The classical agglomerative clustering algorithm starts by assigning each data point into
its own cluster. After initialization, the algorithm proceeds iteratively by merging the two
most similar clusters into one larger cluster. The similarity is often defined by measuring
the average, minimum, or maximum distance between samples of the two clusters. This
process is continued until all samples belong to the same cluster.

Divisive clustering algorithms work the other way. The data points are initialized to form
a single cluster. The clusters are then iteratively divided according to some similarity
criterion until each sample is in its own cluster.

Both agglomerative and divisive clustering methods are hierarchical methods. They
provide a number of clusterings ranging from one cluster for all data points to one point
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in each cluster. A suitable clustering result can then be selected from this hierarchy,
for example by selecting a fixed number of clusters or by searching a stable (in some
sense) clustering. The clustering hierarchy is often presented as a so-called dendrogram,
a tree-shaped figure (see e.g. [6]).

These types of clustering methods are not studied in this thesis, as they have little in
common with the current versions of discriminative clustering.



Chapter 4

Discriminative clustering

4.1 Motivation

In Chapter 3, clustering was discussed as a form of unsupervised learning. As explained
in the Section 2.3, the results of unsupervised learning are to a large degree determined
by the selected features and metric.

If labels for the vectorial sample are available, then we can apply methods that model the
joint distribution, such as MDA2 presented in Chapter 3. There are, however, situations
when the traditional Bayesian approach of modeling the joint distribution of variables
leads to poor clustering results. If the data, for example, is high-dimensional, but most
of the dimensions are irrelevant noise, the joint modeling of variables is inefficient as all
the noise dimensions have to be modeled. Naturally this is feasible if nothing indicates
which dimensions are relevant.

Discriminative clustering introduced in [28| is proposed to help in situations like this.
The idea is to make the clusters internally as homogeneous as possible in terms of the
conditional distribution p(c|x), where an auxiliary variable ¢ conveys the relevancy in-
formation as suggested by the learning metrics principle explained in Section 2.3. This
implies that the differences between the distributions p(c|x) of different clusters are max-
imized, which gives a reason to call the method discriminative.

The clusters of DC are kept local in the primary space to make the results interpretable
in terms of the original features, and thus DC is a practical tool for exploratory data
analysis of unknown data sets in the same way as unsupervised clustering methods.

One example use of DC would be to cluster customers based on some background infor-
mation such as residence, age and sex. The customers’ buying behavior can be used as
auxiliary data to get clusters that are local in the primary space of background informa-
tion but at the same time informative about the buying behaviors.

DC also reminds classification in that it models the conditional distribution. However,

22



CHAPTER 4. DISCRIMINATIVE CLUSTERING 23

the goal of DC is different. In classification, the aim is to predict the classes of fu-
ture samples well. This is optimally achieved when then changes in p(c|x) are modeled
only at the Bayes decision border, the theoretically optimal class separator. DC, on
the other hand, represents the changes of p(c|x) in the whole primary space. In the
customer example, we could use a classifier to predict whether some customer belongs
to a certain buying behavior class. With DC we can also analyze which aspects of the
background information explain this, and what kinds of other customers have similar
buying behaviors.

Another difference to classification is that the number of clusters can be, and often is,
different from the the number of classes (or different values of auxiliary variable). With
DC, the data can be clustered into a number of clusters even with binary auxiliary
variable. This suggests another use for DC: it can be used for altering the coarseness of
an existing classification.

DC is also related to conditional density estimation, as the traditional model-based
clustering methods are related to density estimation of p(x). The density estimates are,
however, used here only as means to achieve the preferred goal, and they are uninteresting
as itself. For plain conditional density estimation, better methods than DC can be
presented, and in DC the predictions can even be marginalized out.

4.2 Model for known probability distributions of infinite
data sets

Discriminative clustering is defined as vector quantization with distortion measure origi-
nating from the learning metrics principle. While the traditional Euclidean vector quan-
tization tries to minimize the distance from samples to cluster centroids, discriminative
clustering finds clusters that are internally as homogeneous as possible in terms of the
conditional distribution p(c|x) of the auxiliary variable. In addition, the clusters are
restricted to be Euclidean Voronoi regions (see Section 3.1.1) in the primary space.

More formally, a set of distributional prototypes 1, are introduced, one for each cluster
J. These prototypes are parameters of multinomial distributions, so that ¥ ;; denotes
the probability of auxiliary variable ¢; given the cluster j. In addition, we have location
prototypes m; that reside in the primary data space. The distortion made by replacing
the sample x by the cluster prototype m; is measured by the Kullback-Leibler divergence
between the distributional prototype %, and the conditional distribution p(c|x).

The task of discriminative clustering is hence to minimize the average distortion

K
Epc — §:j /V dier (p(el) 1, )p(x)dx (4.1)

over the partitioning V; and prototypes 1, where V; means the Voronoi region of cluster
Jj. The Voronoi regions are defined by the prototypes m; and the Euclidean distance (3.1)
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like in Euclidean VQ. This means that while discriminative clustering makes the clusters
homogeneous in the learning metric, it still keeps them local as understood traditionally
by defining the cluster membership by the Voronoi regions of Euclidean distance.

4.2.1 Stochastic online algorithm

The cost (4.1) is minimized with respect to the both sets of prototypes, {m} and {t}.
Gradient-based optimization methods cannot be used for this task as such, as the cost
function is piecewise constant. Because of that, only samples located exactly on the
borders of the Voronoi regions would affect the gradient.

To overcome this problem, a smoothed variant was introduced [28]. Instead of assigning
each sample x into one cluster, they are assigned with smooth membership functions
yj(x) into all clusters j. The membership function has to be such that 0 < y;(x) <1 for

all j and Zszl yj(x) = 1.

The cost function with the smoothing becomes

K
Eve = [ 0i0dicnp(cix) 14 )p(x)dx (4.2)
j=1

The membership functions y; are here chosen to be normalized spherical Gaussians with
means equal to the cluster prototypes m;, that is

el my o)
UiX) = S (% — my 2/o?)

where o governs the amount of smoothing. Small values of ¢ mean that only little
smoothing is used, and at the limit of zero, the smoothed version equals the original for-
mulation. The parameter ¢ is not optimized with the optimization algorithm presented
below, but is selected by validation. More general forms besides spherical Gaussians for
smoothing could naturally be used, in the expense of more complicated computation.

(4.3)

The smoothed cost function can be optimized with standard gradient-based algorithms,
such as the stochastic approximation algorithm originally introduced in [28]. As a pre-
liminary step, distributional prototypes are reparameterized by the soft-max, that is,
log,; = vji — log ), exp(v;x). The parameters v; can be freely modified, yet the
prototypes 1;; stay summed to unity.

The algorithm proceeds iteratively by taking one data point x(¢) and its corresponding
auxiliary variable ¢(x(t)) (denoted by 7) at a time. For each sample, two clusters, j and [,
are drawn independently with probabilities given by the membership functions y;(x(t)).
The prototypes are adapted by

Pu(t)
P,i(t)
ij(t + 1) = 'ij(t) - a(t) [’l»bgm(t) - 6m1] ) (4'5)

m;(t+1) = my(t) — a(t) x(t) — m;(t)]log

and (4.4)
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where d,,,; is the Kronecker delta, and «(t) is a learning parameter.

The clusters j and [ are drawn independently, so they are interchangeable in the update
rule. We can take advantage of this by making a second update with j and [ swapped.
Note that if j = [, the location prototypes are not updated at all.

The learning parameter «(t) is decreased gradually towards zero during the learning. If
the decreasing schedule fulfills the conditions of the stochastic approximation theory (see
[17]), the algorithm is guaranteed to converge (see [11] for proof).

4.3 Finite data version and optimization of the marginal-
ized likelihood

For finite data with unknown distribution p(x), minimizing the cost function (4.1) is
equivalent to maximizing

K
Lpc=Y_ > 108%; ) (4.6)

J=1x;€V;

where ¢(x;) is the auxiliary variable of sample x;. This is the logarithmic likelihood of
a piece-wise constant conditional density estimator. The conditional density p(c;|x) is
predicted to be ;; within the Voronoi region of cluster j.

The connection can be shown as follows. The cost (4.1) can be written as

< (cilx)
Epc = Z/vzp(ciIX)logpwf p(x)dx
j=1 J J,Ci

)

— Z/V.ZP(C@X) logp(ci|x)dX—Z/V.Zp(ci,x) logp, .. dx . (4.7)

i J

Here the first term (conditional entropy H(C|X)) is constant with respect to the pa-
rameters, and thus does not affect the optimization. For finite data, the integral over V;
with probability measure p(c;, x) (the second term) corresponds to the likelihood of the
sample pairs {x;,c(x;)};. Therefore maximizing the likelihood (4.6) is asymptotically
equivalent to minimizing (4.1).

The interesting outcome of discriminative clustering is the clustering result, that is, the
assignments of data samples into the clusters. The locations of the cluster prototypes
m; are additionally useful, as they can be used to summarize the data. On the other
hand, the distributional prototypes 1 are often unimportant. They are needed during
the optimization, but they do not provide any insights on the final result. In fact, the
distributional probabilities might even cause problems: two models with equal prototypes
m; but different prototypes 9; produce identical clusters with unequal cost function
values.
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As explained in Chapter 2, the marginalization principle can be used for handling these
nuisance parameters. For that purpose we need a prior distribution for the distributional
prototypes. It is convenient to use the Dirichlet prior, which is a so-called conjugate prior
for the multinomial distribution. Conjugate prior is a prior which produces a posterior
in the same parameter family, thus making inference computationally easier.

For a full Bayesian treatment, a prior is needed also for the location prototypes myj;
here a uniform prior was selected. With the incorporated prior information, the model
is optimized by maximizing the partly marginalized posterior, leading to the term MAP
estimation being used in publications [27, 29].

Denote the observed primary data set by D), and the auxiliary data set by D(©). The
marginalized posterior can then be written as

p({m}|D©, D@) = /{ PUm) (9D, D) (48)

By assigning a separable prior p({m}, {¢}) = Hj p(1;) and applying the Bayes’ rule we
get

_H/ W’] ’()bj d’l,b] H/ H¢n11p Il’] d"p]- (4.9)

Here D]@ means the subset of auxiliary data in the cluster j, and nj; is the number of
samples with auxiliary variable ¢; in cluster j.

0_
The Dirichlet prior is used for the distributional probabilities: p(1;) = [, 1/1?; ', Here

n® = {nY}; are the prior parameters common to all j.

The resulting integral is known as the Dirichlet integral, and the analytical solution is
familiar from the normalization of the Dirichlet distribution. The result is

p({m}| D@, D) O<H / Hw” Y gy — HHFNZ—M, (4.10)

where I' is the gamma function. Here IV; is the total number of samples in cluster j, and

NO = Zzng

Finally, we take the logarithm of the posterior to simplify the optimization process, so
the cost function to be maximized becomes

logp({m}|D?, D) = "logT'(n? + nj;) = > log (N + N;) . (4.11)
] J
Notice that the optimal solution for this cost function is the maximum a posteriori
estimate for the piece-wise constant conditional density approximation. The cost can be
used to compare clustering methods in the task of DC, regardless of the optimization
criterion or algorithm.
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4.3.1 Optimization by conjugate gradients

The finite data version shares the same difficulty as the infinite data version: the gra-
dient of the cost function is zero almost everywhere. Fortunately, the same solution is
applicable, that is, the hard membership function is replaced with a soft one. Note that
the smoothing is only used as a trick to allow optimization; the cost (4.11) is still used
for evaluating the performance.

The posterior depends only on the numbers of samples in the clusters. The smoothing
can be applied by computing a kind of smoothed numbers, instead of those resulting
from the hard assignment. The smoothed number of samples of auxiliary variable c;
in cluster j is nji = > (x)=; ¥j(x), where y;(x) is the smoothing function. With the
smoothing, the MAP cost function becomes

log p({m}| D), D®)) = Zlogf nd + Z yi(x) | — Zlogf‘ <N0 + Zy](x)> .
ij J x

c(x)=t

(4.12)

The smoothing function (4.3) is used also here. The parameter o again governs the
amount of smoothing, and is selected by validation. With this choice, the gradient of
the cost function with respect to the jth location parameter is

0 x
0" 5— logp(ym s = X = My Y X)Yj (X )(Ljex) = Lex)) » :
28m log p({m}[D'?, D)) ( Yy (x)y; (x)(L Lic(x)) (4.13)
J X,l

where
Lji = Y(nj; +nl) — U(N; + N°) . (4.14)

Here ¥ is the digamma function, the derivative of the logarithm of the gamma function
I'. The derivation of the gradient is presented in detail in Appendix A.

With the gradient information, the conjugate gradient algorithm explained in Section
2.4.1 can be used for optimizing the cost function. As the problem is non-quadratic, more
iterations than the dimensionality Ly = KL of the problem are applied. The descension
direction d; is restarted to the negative gradient after every L steps.

4.3.2 Optimization by simulated annealing

Introducing the soft membership functions allows the use of gradient-based optimization
algorithms. However, presenting such smoothing clearly alters the problem. The func-
tional form of the soft membership functions and the amount of smoothing affect the
problem, and it cannot be theoretically guaranteed that the optimal solution to the soft
version is actually optimal (or even close) to the problem without smoothing.

An alternative presented here is to optimize the cost function with simulated annealing,
presented in Section 2.4.2. As the cluster prototypes m; are parameterized by continuous
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functions, a continuous variant of the simulated annealing algorithm, originally proposed
for state-based optimization, is needed. Using simulated annealing for solving continuous
optimization problems is studied for example in [21].

The main difficulty when applying simulated annealing to continuous problems is how
to generate a new candidate solution. In the discrete case, it is often simple to switch
one of the variables to another state, but in the continuous case we have to generate one
of infinitely many possible candidates.

A simple solution is to use a so-called jumping kernel, a distribution with mean equal
to the current solution candidate, from which the new solution candidate is sampled. In
this work, an independent jumping kernel for each location prototype m; is used. In
practice, this means that each m; is altered slightly at every step. As a conventional
and computationally simple choice, the jumping kernels were selected to be a spherical
Gaussians centered on the current prototype. The variances of the cluster-wise jumping
kernels were set equal.

In an Adaptive Simulated Annealing (ASA) algorithm [10] used here, a decreasing tem-
perature is used not only in the acceptance function, but also in the jumping kernel. The
width of the sampling distribution is decreased with decreasing temperature. Changes to
the solution candidate therefore get smaller and smaller during the optimization process.

Two temperature schedules are needed; one for the jumping kernel width and another
for the acceptance temperature. The jumping kernel width was selected to decrease by

the schedule T (0)
w
Tw(t) = —————— 4.15
w(t) logt +C’ ( )

where ¢ is the iteration step, and the initial temperature Ty (0) and C are constants.
This selection fulfills the theoretical convergence criteria [21] for the jumping kernels

[l (t + 1) — my (1)
a?\/Tw(t)

p(m;(t + 1)jm;(t)) o exp (— (4.16)

used in this thesis. As the initial width of the jumping kernels can be controlled by the
parameter o, the initial temperature Ty (0) was fixed to be one. The constant C' was
set to 10.

The only theoretical requirement for the schedule of acceptance temperature T4 used in
(2.12) is that it should decrease monotonically towards zero. Here the schedule

Ta() = Ta(0) (1.0— ! > (4.17)

Imax
was used, where )74 x is the total number of iterations, and 7’4 (0) is the initial acceptance
temperature. The initial temperature was selected for each optimization by running
the algorithm for 5000 steps with T'4(t) = 1, and computing the average difference in

energy (Eayg) for the energy-increasing steps of the last 4000 iterations. The initial
temperature is then selected by T'4(0) = E4yg/2. This type of temperature selection
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should lead to a reasonable number of energy-increasing steps to be accepted, as the
acceptance is roughly proportional to exp(—Fayg/T4). The divisor 2 was selected by
experimenting with various values, and selecting the one that seemed to provide good
results. Better justified choices could have been made, or the parameter could have been
selected by validation.

4.4 Properties

4.4.1 Connection to learning metrics

In Section 4.2, the connection to learning metrics was given only by the fact that the
distortion is measured by the Kullback-Leibler divergence of the conditional distributions
p(c|x). A more formal connection to the principle of learning metrics can be derived with
suitable assumptions.

Learning metrics means using (2.8) as the local distance measure. It has been shown [27]
that DC is vector quantization with that distance measure. The connection is, however,
only theoretical, as it holds only in the asymptotic limit of large number of clusters. In
practice, the number of clusters is small.

Assume that the densities p(c|x) are differentiable, and that they become arbitrarily
close to linear with respect to x within almost all Voronoi regions as the number of
clusters is increased. Here “almost all” refers to the density p(x), and means that the
linearity assumption does not have to hold for Voronoi regions that have asymptotically
vanishing probability, for example the non-compact Voronoi regions at the borders of
the data space.

Denote the expectation over Voronoi region V; with respect to the probability p(x) by
Ey,. At the optimum of the cost function (4.1), we have ¥; = Ey,[p(c[x)]. This is easy
to see from (4.6); as the probabilities are predicted to be constant inside the Voronoi
region, the optimal solution for finite data set is ;; = 7\}; For data distributions this
corresponds to the expectation of the conditional probabilities.

Since p(c|x) was assumed linear within Voronoi region, there exists a linear operator T}
for each Vj, for which p(c|x) = Tjx. We can write

Y = Ev;[p(c|x)] = BEv;[T)x] = T Ev;[x] = Tjm; = p(c|m;) , (4.18)

where m; = By, [x].
At the optimum, the cost function (4.1) then becomes

Poc = 3 | des (oelx).pleling) p(x)ix (1.19)

In the original formulation, the optimum was obtained when % = Ey; [p(c|x)]. For that,
the average over the Voronoi region would have to be computed. With the linearity
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assumption, the distortion can be measured directly with respect to the distribution

p(c/m;).

As the Voronoi regions are local in the primary space, we can further modify the cost
function with the local approximation of the Kullback-Leibler divergence:

Boc = 3 [ Ge=iiy)" 30y) (x = ) ploix (4.20)

i.e., the distortion is the local distance measure (2.8) of learning metrics. Note that the
Voronoi regions V; are still defined in the original metric.

4.4.2 Connection to mutual information

Minimizing the cost function (4.1) equals maximizing the mutual information (2.5) be-
tween the auxiliary variable C and cluster identity V considered as random variables
[27]. Let us concentrate on the smoothed infinite data variant to simplify the proof.

Denote the cluster identity by a random variable V' so that v; means jth cluster. The
membership functions can be interpreted by y;(x) = p(v;|x). At the optimum of the
cost function (4.1), the prototypes 1, have the value Ey;[p(c|x)] = p(c|v;) as explained
in the previous section.

Instead of the cost function (4.1), we can use the likelihood interpretation (4.6). With
the smoothing, minimizing the original cost function is thus equivalent to minimizing

Epo =3 [ uiGopleiix)p(o)log b dx (4.21)

At the optimum,
Epc = —Z / (v )p(cifx)p(x) log p(eiv;)dx

= _Zp U] Cz Ing(czh)])

bic,v § :
= — E p C’UU] 10g (( ) (] p CZ,’U])logp(C])
7,8

= —I(C’7 V') + const. (4.22)

Minimizing the DC cost is thus equivalent to maximizing the mutual information between
C and V.

The same connection holds also for the finite data version. For a fixed number of clusters,
maximizing the marginalized MAP cost function (4.11) becomes asymptotically equiva-
lent to maximizing the mutual information as the number of data samples increase. The
proof [27] can be found in Appendix C.
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4.4.3 Connection to contingency tables

Numerous classical methods based on contingency tables exist for measuring statistical
dependency between categorical random variables. The measurements are collected into
a table of co-occurrences of the possible values of the two variables. The row and column
variables represent the covariates whose dependency is tested.

We can naturally interpret any clustering result as a contingency table, where the clusters
correspond to the rows and the possible values of discrete auxiliary variable correspond
to the columns. Now the row categories are not fixed; instead a clustering method is used
to find a suitable categorization. It can be shown that MAP DC produces maximally
dependent contingency tables in a Bayesian sense, under the constraints of the model.
See [27, 29| for proof and detailed analysis of this connection.



Chapter 5

Regularized discriminative
clustering

As explained in Chapter 2, the generalization ability of models can often be increased
with suitable regularization. In addition, regularization can help solving difficult opti-
mization problems. Based on these facts, discriminative clustering should benefit from
regularization, as it is difficult to optimize and it is meant for clustering unseen data
sets.

Here I present two types of regularizations suitable for discriminative clustering. Both
regularization types are proposed for the finite data version of discriminative clustering.
In theory, similar kinds of regularizations could be used also with the infinite data variant.
However, the finite data variant seems more promising (see results in [27]), and is better
justified for real-life applications, so the effort is focused on it.

5.1 Entropy regularization

Early tests with the DC algorithms showed that occasionally one or more of the cluster
prototypes drifted far from training data. This sometimes resulted in clusters with no
data samples at all. This is equivalent to using the model with a smaller number of
clusters. The results were, however, better when this did not happen, so the reason for
selecting a smaller number of clusters did not originate from the data, but rather from
problems in the optimization process.

One way of preventing empty clusters is to favor solutions where clusters have a roughly
equal number of samples. If some clusters have no samples at all, the distribution of
samples is clearly uneven. The results may also be easier to interpret interpret if the
distribution of the samples is more even.

The proportion N;/N can be interpreted as the probability p; of a random sample

32
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belonging to the cluster v;. The entropy (2.3) of this probability distribution measures
how evenly the samples are distributed, and obtains its maximum when each cluster has
an equal probability, or in the case of finite data, equal number of samples.

Penalizing or regularizing the DC by adding a small amount of the entropy of the cluster
probabilities, or an equivalent measure of evenness was suggested in [27]. This regular-
ization method is simple to implement by increasing the multiplier in front of the second
term in the cost function (4.11):

logp({m}[D'?, D) = "logT'(nd + nji) — (1+ X)) log(N® + N;) . (5.1)
ij J

The value A > 0 governs the amount of regularization. The value A = 0 means that
no regularization is used, and the cost function reverts back to the unregularized cost
(4.11). Larger values regularize the solution. The connection [27] of the cost function
(5.1) and entropy is derived in Appendix C as a by-product of the proof for the mutual
information connection presented in the previous chapter. Note that the connection is
again only asymptotic and holds at the limit of large number of samples.

5.2 Regularization by modeling the joint density

The discriminative clustering model is effectively modeling the conditional distribution
p(e|x). An alternative approach to discriminative modeling would be to model p(c,x)
and to infer the conditional distribution from it.

Ng and Jordan have recently shown [20] that modeling the joint distribution instead of
the conditional distribution could be useful in some situations, even when the task is to
model the conditional distribution. Their results suggest that joint probability models
can converge more rapidly, meaning that they can be optimized in shorter time. Joint
probability models seem to be especially useful with small training data sets, as a kind
of a regularization method.

These results give support for the idea of complementing the DC model with a generative
model of p(x) to obtain

pe,x|{m}, ¥) = p(cx, {m}, ¥)p(x[{m}) . (5-2)

Note that both models are parameterized by the same cluster prototypes m; to connect
the otherwise distinct models. The model for p(x) is here selected so that the compromise
between p(c|x) and p(x) can be tuned explicitly, which is not always the case with
standard joint models (for example MDA2, presented in Chapter 3).

Remember that the MAP DC was originally formulated with a uniform prior for p({m}).
The model p(x|{m}) can be interpreted as a “prior density” for the cluster prototypes if
we apply the Bayes’ rule to get

{m}|D®))p(D™)
p({m})

p(D | {m}) = X x p({m}[D®) . (5.3)
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Here we assume a uniform hyperprior to the cluster prototypes and drop the constant
p(D(”")). Prototypes located on dense areas of primary data would then be favored,
which should regularize the results by making likelihood computation more robust and
by preventing empty clusters.

This is not a real prior as it depends on the data. Thus we have to think of this as
a two-stage process: we first infer the posterior distribution of {m} given the primary
data D®). Then the posterior distribution is used as a “prior” for the DC stage. Because
of these interpretations, the regularization by joint modeling is later on called Bayesian
regularization.

The regularized cost function is formulated as the marginalized posterior
p({m}[D@, D®)) o /{ w}p(D“”r{m}, {9}, DD {mbp({w}d{w} ,  (5.4)

which is exactly the marginalized posterior of unregularized DC complemented with the
model for p(x). After computing the Dirichlet integral as in Section 4.3, the terms can
be separated. We end up with the log-posterior

log p({m}| D), D)) Z log T'(nd+n;;) —Z log F(No—l—Nj)—Hogp(D(x) {m}), (5.5)
tj J
which is used as a cost function in the optimization process. In the following two sections,
two models of p(x|{m}) useful for regularizing DC are presented.

5.2.1 Euclidean vector quantization as prior density

Discriminative clustering is essentially a vector quantization method, with the distor-
tion measured by the Kullback-Leibler divergence of p(c|x). Intuitively, adding a small
portion of the traditional Euclidean distortion of vector quantization to the distortion
would regularize the method, as the density p(x) would be taken into account.

In Chapter 3, a probabilistic model (3.7) equivalent to the traditional vector quantization
was given. As it is a model for p(x), it can be used for regularizing the DC solutions
as described in the previous section. This is a justified way of realizing the intuitive
idea of the previous paragraph, and can be used as an extra motivation for this type of
regularizations.

As we plug the classification mixture model (3.7), parameterized by same cluster proto-
types mj, into the cost function (5.5), we get the regularized cost

log p({m}[D, D@) o 3 logT(n? +ny) — > log T(N + N)
— -

ij
= A D k= my? (5.6)

Jj x€Vj
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It follows the intuitive idea of regularizing by Euclidean distortion to the cost func-
tion. The parameter A > 0 controls the amount of regularization with zero meaning no
regularization. The value of A is below chosen by validation.

The cost function can be optimized much like the unregularized one. By applying the
smoothing for the DC part to get the gradient information, and computing the gradient
of the VQ part, the conjugate gradient algorithm can be used. In simulated annealing,
regularization only affects the computation of the cost function.

5.2.2 Mixture of Gaussians as prior density

Mixture of Gaussians is perhaps a better justified density model than the classification
mixture (which leads to the vector quantization), and using a mixture of Gaussians to
regularize discriminative clustering could therefore be a good idea. The intuitive idea of
regularizing with the Euclidean distance is now lost, but regularizing by joint modeling
is reasonable in itself.

The mixture of Gaussians model (3.5) was given in Chapter 3. Plugging it into (5.5)
gives

logp({m}[D'V,D™) o 3" logT(nf +nyi) = Y _log T(N° + ;)
e j

]
+ ) log) pjexp (—Allx —my|?) . (5.7)

xeD(@) J

Gaussians with covariance matrix %I have been chosen as the mixture components. The
parameter A > 0 is thus related to the width of the Gaussians. Smaller A means less
regularization, and at the limit of zero the distribution p(x|{m}) becomes uniform, thus
reverting to the unregularized case.

This model has more parameters to be optimized than the unregularized or VQ-regularized
versions, because in addition to the cluster prototypes m; also the mixing weights p;
have to be optimized. Traditionally all the parameters of mixture of Gaussians are opti-
mized with the EM algorithm. The approach is not usable now, because either conjugate
gradients or simulated annealing is used for optimizing the other part of the cost function.

The gradient with respect to the cluster prototypes and mixing weights is fairly simple
to compute, and the conjugate gradient algorithm could therefore be used. The full
derivations are shown in Appendix B.

The cluster prototypes m; are also easy to optimize with simulated annealing, as it is
sufficient that the value of the cost function can be computed. For optimizing the mixing
weights there are a few possible alternatives. The alternative most faithful to the original
formulation of SA would be to introduce a jumping kernel also for the mixing weights,
and then optimize the whole parameter space with SA.

Another approach, used here, is to optimize the cluster prototypes with simulated an-
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nealing, but to adapt the mixing weights using the analytical solution

i(t+1) = Zp uj|%;) (5.8)

after each SA step. It means that the mixing weights are set to the posterior probabilities
of cluster identities after each accepted SA step. This algorithm keeps the parameter
space of the problem smaller, but might lead to slightly suboptimal convergence.



Chapter 6

Experiments

This chapter reports empirical tests showing that discriminative clustering works effec-
tively. Different optimization and regularization methods are also benchmarked.

Before the actual tests, I illustrate the capabilities of discriminative clustering with an
artificial toy data to give a better idea about how the algorithm works and what it is
supposed to do.

6.1 Demonstration on toy data

The learning metrics principle formulates how to do unsupervised learning in a metric
that is learning based on auxiliary data. The metric is such that only relevant properties
of data contribute to distances. Discriminative clustering follows this principle, so it
should ignore irrelevant features of data when clustering.

This property is here illustrated on a simple toy data. The data has two dimensions,
but only one of them is relevant. The relevance information is given to discriminative
clustering as a binary auxiliary variable c. The primary data (10000 samples for learning)
is sampled from a Gaussian distribution, and the distribution of the binary values varies
only in the vertical direction. The probability p(c1|x) approaches one in the limit of large
vertical coordinate, and zero in the limit of small. The probability for co has, naturally,
the opposite behavior, and both probabilities change monotonically.

As the auxiliary data changes only in one dimension, the other dimension is completely
irrelevant according to the learning metrics definition of relevance. Therefore the op-
timal clustering is one-dimensional, and it clusters the space into roughly evenly sized
horizontal bars. On the left in Figure 6.1, we see that the DC has been able to find a
correct solution.

The same data is also used for demonstrating how regularization affects the clustering
result. Here the Bayesian regularization with the V(Q model is used as an example. The
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Figure 6.1: Discriminative clustering regularized with vector quantization makes a com-
promise (middle, A = 0.02) between the plain discriminative clustering (left) and the
Euclidean vector quantization (right). The unregularized discriminative clustering so-
lution is an optimal solution to the problem, and the Euclidean VQ solution, and the
regularized middle solution with A = 0.02 shares properties of both extremes. Circles
denote the cluster centroids m;, and gray shades express the density p(x). White means
high density and black means low.

parameter A\ tunes the compromise between pure DC and pure Euclidean VQ.

In the middle on Figure 6.1 we see how the regularization changes the clustering from the
optimal DC solution towards the Euclidean VQ solution, but still the actual partitioning
remains somewhat similar to the unregularized case. The Euclidean VQ result on the
right clusters p(x) well, but loses even more information of p(c|x).

This toy experiment demonstrates the usability of discriminative clustering, and illus-
trates that it finds the correct solution at least in one simple case. Notice that the
regularization does not actually help here, but rather weakens the solution. It is as-
sumed that with small real-world data sets in particular, the unregularized version does
not always find the optimal solution, and that regularization should then improve the
results.

6.2 Experiments with real-world data

The optimization algorithms and regularization methods are tested extensively on three
data sets. These tests have two main purposes. Firstly, the goal is to study the opti-
mization algorithms and regularization methods of DC. Based on these experiments, |
hope to be able to give suggestions on how DC should be optimized.

The second goal is to study the performance of DC in general. For this purpose, the DC
variants are compared to some standard clustering methods: Euclidean V(Q, mixture of
Gaussians, and MDAZ2, all presented in Chapter 3. The results are evaluated by the DC
criteria, so DC should perform clearly better than traditional variants that are designed
for somewhat different tasks.
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Table 6.1: Properties of the data sets

Data set Dimensions Classes Samples
TIMIT phoneme data 12 41 99983
Letter Recognition Data 16 26 20000
Forest CoverType data 10 7 100000

6.2.1 Data sets

The data sets used for testing were chosen to be suitable for the task of discriminative
clustering. The feature vectors are continuous and real-valued, and a categorical variable
to be used as auxiliary data is available for each data set. Thus these data sets could
also be used for testing classification and other kinds of supervised methods.

The first data set is phoneme data from the DARPA TIMIT CD-ROM [32|. The primary
features consist of 12 cepstral components of phonemes spoken by various speakers. The
samples are classified into 41 groups, each presenting one phoneme, and these class labels
are used as the auxiliary information. In the original data set, the number of different
phonemes is slightly larger; some of them are here dropped because of too few samples
available. The total number of samples becomes 99983.

The second set is about letter recognition, obtained from UCI Machine learning reposi-
tory [2]. Primary feature vectors consist of 16 measures, all scaled into the same range.
Each sample represents one of 26 letters, and the label is used as the auxiliary variable.
The data set consists of 20000 samples, roughly equally distributed over classes.

In the Forest CoverType data, from the UCI Knowledge Discovery in Databases Archive
[9], small sections of forests are described by 10 continuously valued features and classified
into 7 cover type classes. As with the other two data sets, the class labels are used as the
auxiliary variable. The additional 44 binary features present in the original data were
simply dropped, and a set of 100000 samples were randomly picked from the original
581012 samples.

The data sets are summarized in Table 6.1.

6.2.2 Testing procedure

The goal is to find out how the performance of discriminative clustering compares to
traditional clustering methods. Additionally, we want to reveal possible differences in
discriminative clustering performance between different optimization algorithms and reg-
ularization methods. Performances are compared by the paired t-test (see [25] for a
textbook account), the null-hypothesis being that there exists no difference.

It would be possible to use a single data set for multiple tests very efficiently by N-fold
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cross-validation as described in Section 3.3. We get IV independent test that each use all
of the available data. While the test sets are independent, the training sets unfortunately
are not. In fact, different training sets consist mostly of the same samples (to be precise,
% of samples are identical in any two training sets). Often this is ignored, as the data
has to be used efficiently to provide enough independent tests for checking statistical

importance.

Out situation, however, is fortunate in that the data sets used for empirical comparisons
are large enough not to enforce the data to be used in the most efficient way. Therefore
a test setup with more independent data sets was selected.

Each data set was divided into N equally sized sets, and two-fold cross-validation was
performed for each set. This results in 2V tests, where each training set is independent
of every other training set, and tests sets are also mutually exclusive. Each data sample
is used once as a training sample and once as a test sample. For the two larger data
sets, TIMIT and Forest CoverType, N = 10 resulting in 20 tests. For Letter recognition
N =5.

Another reason for selecting this setup instead of the traditional N-fold cross-validation
was the need to test how the regularization methods perform on small data sets. Regular-
ization is often most useful when the size of the training set is small, and the importance
of regularization decreases with the number of available training samples. If regulariza-
tion helps DC, it is most likely to happen with small training sets.

6.2.3 DC variants and benchmark methods

In the previous sections, one optimization algorithm for the infinite data version of
discriminative clustering, and two optimization algorithms for the finite data version
were presented. We also have three different regularization methods, suitable for using
with both the finite data optimization algorithms.

Table 6.2 contains the full list of methods with shorthand notations that are used when
presenting the results. In total the number of different versions of DC is nine, and in
addition there are three benchmark methods. Notice that the classical Euclidean vector
quantization (VQ in Table 6.2) is here optimized with conjugate gradient algorithm
rather than the K-means algorithm. With this choice, the VQ solution is obtained at the
limiting case of high regularization of DC-CG-VQ. The solutions differ only little from
standard K-means optimization algorithm.

All methods are initialized randomly. A set of K random samples are selected from the
training data, and the K cluster prototypes m; are initialized to the locations of the
selected samples.
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Shorthand notation ‘ Optimization algorithm Regularization
sDC stochastic online none
DC-CG conjugate gradient none
DC-CG-VQ conjugate gradient vector quantization
DC-CG-MoG conjugate gradient mixture of Gaussians
DC-CG-Ent conjugate gradient entropy
DC-SA simulated annealing none
DC-SA-VQ simulated annealing vector quantization
DC-SA-MoG simulated annealing mixture of Gaussians
DC-SA-Ent simulated annealing entropy
VQ conjugate gradient not applicable
MoG expectation maximization not applicable
MDA2 expectation maximization not applicable

Table 6.2: List of clustering methods that are tested for relative performance. The first
column shows a short name for each method; these names are used in the results section.
Nine methods in the top of the table are DC variants, and the bottom three methods
are classical clustering methods used as reference methods.

6.2.4 Selection of learning parameters

All algorithms presented in this thesis have a few parameters that need to be selected
before optimization. The one common to all of them is the number of clusters. As
explained in Chapter 2, this could be chosen by various model selection criteria. The
number of clusters is also sometimes determined by the problem setup. Here I chose to
use five clusters with all data sets, mostly for computational reasons. While this certainly
is not the optimal number of clusters for all data sets, it is a value that could be used in
real data analysis. The number of clusters is the same for all methods, so that they can
be compared fairly.

Another parameter required for all algorithms is the length of the iterative learning. It
can be presented as a fixed number of iterations, or we could measure the convergence
of the algorithms and stop when a suitable criterion is fulfilled. In this thesis, I fixed the
number of iterations to a large enough value.

For the conjugate gradient algorithm, I used 30L7 iterations, where Ly is the dimen-
sionality of the parameter space. The dimensionality is higher for the DC-CG-MoG than
for the other DC-CG variants, because the K mixture weights have to be parameterized
in addition to the cluster prototypes m;. This would lead to larger number of iterations
for DC-CG-MoG, which could give it an unfair advantage. To compensate, I used the
dimensionality of MoG-regularized DC also with the other methods optimized with CG.

With the simulated annealing algorithm and the stochastic online algorithm, I used
100000K iterations, which is also roughly proportional to the dimensionality of the
problem Lp, as Ly = KL (for the SA version, for infinite data variant we have also



CHAPTER 6. EXPERIMENTS 42

the parameters for {¢}), where L is the dimensionality of the feature vectors. As we
remember from Table 6.1, the dimensionality of feature vectors is quite similar for all
data sets. Increasing the number of iterations would probably have improved the results,
but the computation time would have been unproportionally high.

For the two classical comparison methods optimized with EM-algorithms, 100 steps of
the algorithm was used. The results seemed well converged after that many iterations.

As explained in the previous two chapters, every algorithm presented in this thesis (with
the exception of Euclidean VQ) has at least one parameter that is not optimized by the
learning algorithm, but is chosen by validation. Each algorithm has a parameter ¢ which
governs the width of Gaussians, the role of which varies between algorithms (smoothing
in DC-CG-versions, jumping kernel in DC-SA-versions, and generative component in
MoG and MDA2). In addition to this, all regularized variants have the parameter A,
governing the amount of regularization. Again, the way the parameter affects the amount
of regularization differs with the regularization method.

The parameters were selected by traditional cross-validation with M folds inside each
training data set. The parameter values that provided the best results averaged over the
cross-validation runs were selected. The model was then re-trained with the whole train-
ing data to produce the final clustering. The value of M was five in Letter recognition,
and three for the other two data sets.

I had to keep the number of candidate values, from which the best value was selected,
quite small because of computational reasons. Preliminary runs were used to select a
set of reasonable values for each parameter to be used in validation. The number of
candidate values for o and A was roughly five with each DC variant. For the comparison
methods I validated o from a notably larger set of candidates to ensure fair comparison.

The regularization parameter A for the variants optimized with SA was not validated.
Instead, the value that provided the best result with the corresponding CG variant
(same regularization type, same o, etc.) was used with the SA variant. This is because
of computational reasons; validating over the A parameters would have been too tedious
with simulated annealing. Some tests were, however, performed, and the performance
did not seem to suffer significantly from this suboptimal selection.

Finally we have the prior parameters {n?} of the Dirichlet prior of the MAP version of
DC. These parameters control the importance of the prior distribution of the distribu-
tional probabilities 4p,. I chose to use n =1 for all i, as proposed in [4]. This prior is
non-informative in the sense of entropy, and as a conjugate prior has the same effect as
adding one sample of each possible auxiliary variable value ¢ to each cluster.
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Letter TIMIT CoverType
sDC 5127.7 13302 4706.0
DC-CG 5134.3 13323 4737.6
DC-CG-VQ 5128.3 13209 4773.5
DC-CG-MoG | 5075.6 13202 4670.2
DC-CG-Ent 5157.5 13185 4738.2
DC-SA 5307.4 13602 4703.0
DC-SA-VQ 51154 13194 4569.9
DC-SA-MoG | 5172.0 13219 4484.5
DC-SA-Ent 5105.9 13172 4373.2

VQ 6320.8 13537 5709.9
MDA2 5476.6 13388 5532.5
MoG 6333.6 13478 5697.7

Table 6.3: Average costs of discriminative clustering variants and comparison methods
on all three data sets. The best result for each data is in boldface, and significantly worse
results are underlined. Note that the unregularized CG-variant is almost significantly
worse than the best result on Letter (p = 0.013) and TIMIT (p = 0.014).

6.2.5 Results
Comparison of algorithm variants

The results of the tests are presented in Table 6.3 using the negative of the logarithmic
posterior of cluster centroids (4.11) as the cost function. The paired t-test is used to find
out whether the differences between different variants are significant. All variants that
are significantly worse than the best obtained result are underlined, and p-values below
0.01 are considered to be significant. Note that the number of tests is here so large that
the probability of false significances is relatively high.

On all three data sets, a regularized version provides the best result. On Letter recog-
nition data, the best method is DC optimized with conjugate gradient algorithm and
regularized by mixture of Gaussians, that is, DC-CG-MoG. For the other two data sets,
entropy-regularized DC optimized by simulated annealing, DC-SA-Ent, shows to be the
best.

The differences between the optimization algorithms and regularization methods are,
however, quite small. On two of the data sets, none of the regularized versions is signif-
icantly better than any other. Therefore, no definite ordering of methods can be seen,
and according to the null hypothesis they are formally equally good.

On the other hand, the tests show that the regularized versions are usually better than
unregularized, plain DC. On the Forest CoverType data, the difference is clear. On the
other two data sets, the unregularized DC optimized with CG is not significantly worse
than the best regularized result, but the differences are almost significant (p = 0.013 for
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Letter recognition, and p = 0.014 for TIMIT phoneme data). The infinite data version is
also worse than the regularized finite data variants, though the difference is insignificant
(p = 0.11) on the Letter recognition data.

Rather surprisingly, the stochastic DC is here slightly better than DC-CG and DC-SA.
However, the differences are insignificant with the exceptions of DC-SA being signifi-
cantly worse than the other two unregularized variants on Letter recognition and TIMIT
phoneme data.

While the relative ordering of DC variants is unclear, also clear results are seen in the
Table 6.3: the best DC variant outperforms the classical reference methods on all three
data sets. In fact, on two data sets all DC variants are significantly better than reference
methods. On TIMIT phoneme data, on the other hand, only the best regularized DC
variants are significantly better than MDA2, and DC-SA is even worse than MDA2 or
MoG.

Computational cost of optimization algorithms

The differences in performance between the three optimization algorithms are rather
small. Another important property of an algorithm is computational time. The most
time-consuming part of the optimization algorithms is the computation of Euclidean dis-
tances between samples x and model vectors m;. In the case of the two MAP algorithms,
NK such distances are needed for each iteration step because of N training samples,
and each distance costs L units. Thus the main difference between the computational
cost in the algorithms comes from the number of iterations. With CG, I used 30K L
iterations, while the SA uses 100000k iterations. Even as the cost of CG has to be mul-
tiplied with a small constant, as we need to compute the distances a few times for line
searches, the total number of distance computations is still clearly smaller for CG when
the dimensionality L of the feature vectors is on the scale of the present experiments.

For the sDC, K distances are computed at each step, and 100000K steps are used. This
results to cost 100000K2L compared to 30N L2K? computations for the CG. With the
values of L and N used in this thesis, these costs are roughly equal. However, the sDC
needs to update also the 1p; parameters, which adds a cost of 200000KC', where C is
the number of auxiliary values.

With the implementations and parameter values used here, the simulated annealing
algorithm takes roughly ten times longer to optimize than the conjugate gradient algo-
rithm. The stochastic online algorithm is slower than the conjugate gradient algorithm
as well. Some tests were made so that the number of iterations for SA was lowered to
bring the computation time roughly equal to the CG; the results were clearly worse. On
the contrary, the CG can be speeded up by reducing the number of iterations, as the
performance decreases less.

As the performance of different optimization algorithms is quite similar, the choice of
algorithm should be based on computational time. Therefore the conjugate gradient
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Letter TIMIT Covertype
DC-CG 4961.9 12981 4578.2
DC-CG-VQ 4933.4 12905 4565.5
DC-CG-MoG | 4857.9 12866 4615.7
DC-CG-Ent 4864.1 12942 4575.8

VQ 6194.9 13487 5651.3
MDA2 5206.4 13012 5393.6
MoG 0174.9 13515 9636.3

Table 6.4: Average costs of discriminative clustering variants and comparison methods on
all three data sets. The best result for each data is written in boldface, and significantly
worse results are underlined. The difference between DC-CG-MoG and DC-CG is almost
significant (p = 0.015) on the Letter recognition data.

algorithm is chosen for all remaining tests. Note however, that the simulated annealing
algorithm would probably give better results on some data sets.

On the Forest CoverType data, where the scales of different dimensions differ by two
orders of magnitude, simulated annealing performs very well compared to conjugate
gradient algorithm. On the other two data sets, the different dimensions of feature vectors
are roughly on the same scale. There is a reason to expect that smoothing with spherical
Gaussians does not work well with uneven dimensionalities, which could explain the
superiority of simulated annealing on Forest CoverType data. Even though the jumping
kernels are also spherical, the algorithm is able to decline bad jumps, especially with
good regularization.

Tests with more clusters

As the original tests proved to be inadequate for determining the relative quality of
regularization methods, I decided to do some additional tests. It is possible that the
small number of clusters (five) diminishes the differences, so the tests were repeated
with the number of clusters doubled to ten. This time only the versions optimized with
conjugate gradient algorithm were included, together with the benchmark methods. All
the other parameters were kept same, and the validation procedure was identical.

The average costs of discriminative clustering variants and reference methods in the case
of 10 clusters are presented in Table 6.4. Differences between regularization methods
and unregularized version are similar to the case of five clusters. Here DC-CG-MoG is
best on two data sets, and DC-CG-VQ gives the best average cost on Forest CoverType
data.

Again the difference between the regularized variants and the unregularized DC is quite
small. The difference between the best regularized DC and DC-CG is significant on
TIMIT data, and almost significant (p = 0.015) on the Letter recognition data. The
performance of unregularized DC is surprisingly good on the Forest CoverType data.
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This could also be because of the differently scaled variables.

The reference methods are again clearly inferior to the DC variants. All DC variants,
with the exception of DC-CG and DC-CG-Ent on TIMIT data, are significantly better
than any of the classical clustering algorithms.

The results of these two sets of experiments can be summarized as follows: DC outper-
forms classical clustering methods, regularization generally increases the performance of
DC, and the regularization methods produce mutually similar results.

6.3 Exploring TIMIT data and properties of DC regular-
ization

The plain cost function values, or significance of differences between methods may not
tell everything about the quality of the solutions. In this section one of the data sets,
the TIMIT phoneme data set, is studied more closely. At the same time, I try to further
explore the properties of DC and the regularization methods.

6.3.1 Effects of regularization

In this section I briefly study the effects of parameter A with the two Bayesian regular-
izations and CG optimization algorithm. The two parameters to be validated with these
variants are the smoothing parameter o and the regularization parameter A. Selecting
o with validation is rather simple, and the cost as a function of o, as illustrated in [27],
seems usually to be rather smooth and unimodal.

Effects of A have not been studied earlier, so some experiments are included here. First
I study how variable the results of validation are, by running 10-fold cross-validation.
The effects of data set size are also studied. Supposedly less regularization, meaning
smaller )\, is needed with large data sets. To study this, the runs were repeated with
four different sizes of training data. I used data sets of sizes 4000, 8000, 16000, and
32000. In each case, 9/10 of samples were used for training, and 1/10 for validation.
The number of clusters in this experiment was five.

The average value and standard deviation (computed in the logarithmic scale) of A are
illustrated in Figure 6.2. We see that the variance of ) is rather large, and hence selecting
the amount of regularization by validation is difficult; we need to use a wide range of
candidate values to find the best value. The amount of data does not seem to affect
the variability of A. On the other hand, the average optimal A\ decreases while the
amount of data is increased, as expected. The behavior is quite similar on both Bayesian
regularization types. This result, however, is not statistically significant, but merely
illustrates the phenomenon.

As another example, I illustrate how the compromise between DC and the model used for
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Figure 6.2: The optimal value of regularization parameter decreases with increasing
size of the data set. On the other hand the variability in the estimate of the optimal
parameter does not seem to decrease. Solid line: the average A, dotted line: the standard
deviations. Note the logarithmic axes.
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Figure 6.3: Illustration of the effects of A on the cost function terms of DC-CG-VQ.
The solid line presents the compromise between unregularized DC and Euclidean VQ
on test set, and dashed line shows the same for training set. The large dots show the
unregularized DC and the reference methods on the test set, while small dots depict the
regularized DC solutions with different values of A\. Notice that the DC cost is better for
slightly regularized DC than it is for the plain DC-CG, especially on the test set.

regularization changes with the value of A. For this experiment, I chose to use the vector
quantization model for regularization, as the compromise is most easily interpretable
with it. This is the same compromise that was illustrated on toy data in Figure 6.1.

I validated the best o for a range of A-values, and computed both the discriminative
clustering cost and the Euclidean VQ cost for each A (using the o that gave the best
DC cost). The models with each A are plotted (Figure 6.3) into two-dimensional space
formed of the DC cost and the Fuclidean VQ cost. The costs are computed as averages
over 10 validation runs. For reference, the average results of the traditional clustering
methods on the same setup are also included. Again, five clusters were used.

As we see, changing the A moves the result from the pure DC result towards the pure
Euclidean VQ. The form of the curve for the test set is here the most interesting part.
The best value of the DC cost is not obtained without regularization, but with a small
value of A\. The result is consistent with the previous experiments, where regularization
in general improved the performance of DC. We also see that the VQ cost of the best
DC results is clearly smaller than the VQ cost of unregularized DC, or to be precise, the
best VQ-regularized DC solution models the primary data almost as well as the classical
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models.

Note also the difference in the forms of the two curves. For training data, the unreg-
ularized DC is roughly as good as the best regularized DC. The increase in test set
performance of the regularized DC is explained by the increase in its generalization ca-
pability. As we remember from Chapter 2, increasing the generalization ability is one of
the motivations for regularization.

6.3.2 Effects of initialization

The results obtained so far have all been quite noisy. The average cost difference over
cross-validation runs might be clear, yet insignificant because some unusually bad “out-
lier” runs. These outliers increase the variance of the results and thus also increase
the p-value of the paired t-test. With highly variable results, more tests are needed to
discover possible significance.

Two of the optimization algorithms presented for DC are stochastic algorithms, so high
variability in the results is understandable and easily explained. The CG algorithm,
however, is a deterministic algorithm, and always converges to a local minimum of the
cost function.

It is well known that for non-quadratic problems, the CG is fairly sensitive to initializa-
tion. This suggests that the bad results with CG on some runs might be because of bad
initialization leading to poor local minima. In all previous tests, the initialization has
been done by selecting random samples from the training data as location prototypes
m; of clusters.

Here I study the initialization in some detail in order to verify whether the variability in
results could be caused by it, and use the two best variants, DC-CG-MoG and DC-CG-
Ent, as examples. [ optimized DC a number of times with different random initializations
to study the variability of results. All other parameters were kept constant, and were
selected to be close to optimal on the basis of earlier tests. The number of clusters was
10.

In addition to the random initialization, I tried initializing by Euclidean vector quantiza-
tion, which in turn was initialized randomly. The Euclidean VQ solution was computed
for the same random initialization that was used with DC in that particular run, and it
was used as an initial configuration for the cluster prototypes m; of DC. This kind of
initialization forces the cluster prototypes to be initially located at areas of high density
p(x), and it could thus prevent very poor solutions by choosing a local minima with
robust estimates for the distributions.

The results of 40 runs with both initialization methods are depicted in Figure 6.4. We
see that the variability is clearly greater with random initialization. Also the average
cost is slightly larger. This strongly suggests that the variability in the previous tests
could be lowered with suitable initialization methods.
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Figure 6.4: Random initialization (left) causes large variation to the results of DC. When
DC is initialized with Euclidean VQ (right), both the average cost and the variability
decrease. The effects are similar on the two tested methods, DC-CG-MoG and DC-CG-
Ent. The x-axis is here used to present the 40 different runs. Solid line: runs, dashed
line: average cost, dotted line: standard deviations.
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Figure 6.5: The distribution of test phonemes in the ten clusters. Each column is
normalized, so the elements are empirical estimates of the conditional probabilities of
certain phoneme being in certain cluster. White means high probability, and black is
low. Note that for clarity of labels, the phoneme /ax-h/ is here denoted by /ax/, and

/eng/ by /ng/.

The DC-CG-Ent seems to benefit from VQ initialization slightly more than DC-CG-
MoG; the results obtained with VQ initialization are similar on both regularization
methods, while the average cost of DC-CG-MoG is smaller with the random initializa-
tion. This is probably because the Bayesian regularization methods guide the cluster
prototypes towards the model of p(x), and thus can overcome bad initializations in some
cases.

In the previous section we saw that validating the regularization parameter can be quite
difficult. Here it was shown that the random initialization causes large variations to the
cost function values. Both of these phenomena affect the comparisons in Tables 6.3 and
6.4 by increasing the variation of the results and thus reducing the significances.

6.3.3 Resulting clusters

Here I take a brief look at the contents of the clusters produced by discriminative clus-
tering. I also try to interpret them to see whether the results really are reasonable.

For this purpose, DC-CG-MoG was trained with 10 clusters. 10000 samples were used
in training set, and another 10000 samples were then clustered with the model. I chose
to use parameter values o = 6.0 and A = 0.0001, which should provide a good result in
terms of the cost function.

Distribution of test samples into clusters is presented in Figure 6.5. Each column has
been normalized, so they present the distributions of samples into clusters given its
phoneme label.

If we map phonemes into unique clusters by majority voting (Table 6.5), we can analyze
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Table 6.5: Cluster memberships of phonemes, chosen by majority voting, that is, the
phoneme belongs to a cluster with most samples of that particular phoneme. See text
for detailed analysis of the result.

whether similar phonemes fall into the same clusters. The same short names are used for
phonemes in both the figure and the table. Comprehensive explanation of these labels
are given in the documentation of the data set [32], here I only address their meanings
to the point it is necessary for this simple analysis.

In phonology, different kinds of higher level groupings can be given for phonemes. The
most fundamental of such groupings is vowels and consonants. The consonants can be
further divided into stops, affricates, fricatives, and nasals. In addition, some phonemes
are classified to semivowels or glides, which are sort of intermediates between consonants
and vowels.

Let us now study the cluster structure obtained with DC from this viewpoint. In cluster
3 we have /ch/ and /jh/, the only two affricates present in the data set. They are
grouped together with /sh/, which clearly sounds similar. All the nasal phonemes (/n/,
/m/, and /eng/) are clustered into cluster 9 with no other phonemes.

The cluster 10 contains only two phonemes, /er/ and /r/, which are so-called tremulants.
In cluster 2, we have only two mutually similar phonemes, /s/ and /z/.

The cluster 6 has quite a number of phonemes. It contains nearly all the stops (/k/,
/p/, /t/, /g/, /d/, and /q/) with most of the fricatives (/f/, /th/, /dh/, /v/), and yet
two other phonemes (/ax-h/, /hh/). In addition, the silence belongs to this cluster. It
is understandable, as the stops consist mostly of silence.

The remaining clusters consist mostly of vowels. The cluster 8 has three quite similar
vowels (/ay/, /aa/, and /aw/) and no other phonemes, while cluster 5 has another two
mutually similar vowels, /ae/ and /eh/ (both are front vowels). In cluster 4 we have one
semivowel /y/, and all the other phonemes are vowels. The cluster 7 contains two vowels
(/oy/ and /ow/) with two semivowels (/1/ and /w/), and even one stop, /b/. Finally, in
cluster 1, we have two vowels (/uh/ and /ah/) together with one stop, /dx/.
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Overall, the clusters seem quite natural. DC has been able to separate the vowels and
semivowels from the consonants relatively well. In addition, the vowel groups are quite
homogeneous. An expert of phonetics would be required to analyze the results in more
detail.

If we imagine that the clustering had been done without any prior knowledge of the prob-
lem, the results are partially good, but partially only tentative. The nasals, tremulants
and affricates become grouped and could probably be detected as natural clusters. The
cluster 6, on the other hand, has pretty large number of different phonemes, and would
definitely require further analysis, for example DC with more clusters.
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Related works

7.1 Other applications of learning metrics

As discussed in Chapter 4, DC does vector quantization in learning metrics, though only
asymptotically. Therefore it is closely related to other works of learning metrics. Below
I briefly summarize two other approaches of the principle.

7.1.1 Self-organizing map in learning metrics

As described in Chapter 2, the learning metrics principle can be applied by explicitly
estimating the conditional distribution of auxiliary variable, p(c|x), and by computing
the distances with (2.8). This approach can be used with any unsupervised method that
computes distances; here I review works [13, 23| on self-organizing maps [15].

The self-organizing map (SOM) consists of a set of units u;. Each unit is presented by
a model vector m; in the primary data space. In addition, the units have a topology in
a sense that the units are arranged on a lattice, usually of a form of a two-dimensional
hexagonal grid. The model vectors m; are adapted to represent p(x). At the same time,
units close to each other on the lattice are forced to have relatively similar model vectors
m;. As a result, an ordered representation of p(x) is obtained.

A simple online algorithm can be used for adaptation. At each step, one training sample
x(t) is chosen randomly, the distance d(x(t), m;) to all model vectors m; is computed,
and the unit w(t) with the closest model vector is selected as the best matching unit
(BMU). After that, the model vectors of the BMU and its neighboring units are adapted
a little towards the data sample. See for example [15] for details.

Often the Euclidean distance is used. The learning metrics distance would be given by
(2.8), where p(c|x) is replaced by an estimate. In principle, this approach requires that
the conditional density p(c|x) is to be estimated, and that the global distances, which

54
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are path integrals of (2.8), have to be approximated.

Various density estimation methods based on Gaussian functions have been tested for
the purpose of estimating p(c|x) [23]. The results suggest that the conditional density
should be estimated directly, and not by first estimating p(c, x) and using Bayes’ rule to
obtain p(c|x).

Different distance approximation methods have been studied in [23|. The simplest ap-
proach uses (2.8) directly for global distances. The results are sometimes good but in
general (2.8) is inadequate for global distances.

A better approximation assumes that the shortest path is a straight Euclidean line be-
tween the sample x(t) and the model vector m;. The distance can then be approximated
by dividing the line into small segments, and computing the local approximation at the
beginning of each segment. A SOM in learning metrics with this distance approximation
seems to preserve the distributions of the auxiliary variable better than the traditional
SOM |[14]. It also outperforms a supervised variant of SOM [15].

The approach taken with SOM could also be used for clustering. Either we could use
the SOM in learning metrics as a clustering algorithm, as SOM is sometimes used, or we
could apply learning metrics to another unsupervised clustering method by estimating
the conditional density, and using the resulting metric with vector quantization, for
example.

An obvious problem with this type of approach is the need of a density estimator. Op-
timization of the density estimator is in no way related to the final goal, be it clustering
or something else, and currently there exists no justified criteria for selecting the best
estimator. In the works so far, the estimator has always been selected by validation.

7.1.2 Relevant component analysis

The learning metrics principle has also been applied to component analysis [22]. In
relevant component analysis, a linear projection W1x is sought to maximally preserve
the relevant properties of data. The relevance is here again given by an auxiliary variable
c.

The data x is projected to smaller-dimensional vectors y = WTx by an orthogonal
transformation matrix W. The columns w; of W are the basis vectors of the reduced-
dimensional subspace of the original primary data space. The data can therefore be
presented by components w;-fx. Note that the projection is defined solely on the basis
of the primary data.

The goal is to find a transformation that makes the subspace as informative as possible of
the auxiliary data. Informativeness is here measured by predictive power of a generative
probabilistic model of ¢ given the projected value WT'x. The projection is optimized by
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maximizing the likelihood
L=> logp(c[W'x), (7.1)
(x,0)
where p is some density estimator. If the estimator is parametric, the parameters are
optimized as well. In [22], a Parzen kernel estimator is used, and the projection matrix
is estimated by maximizing the likelihood with a stochastic approximation algorithm.

Here the optimization of the estimator is connected to the primary goal of the method,
and thus is not as arbitrary as in the previous section.

Like DC, Relevant component analysis has a connection to mutual information. Asymp-
totically, as the amount of data increases, RCA is equivalent to maximizing the mutual
information between C' and Y considered as random variables. The connection to the
learning metrics is also asymptotic; RCA minimizes a certain reconstruction error in
learning metrics (see [22] for details).

We can think of RCA as a modification of DC. The function that assigns samples to
clusters is changed from minimum Euclidean distance to a linear projection operator. In
addition, the estimation of within-cluster probabilities by constant parameters is replaced
by a continuous parameterized or non-parametric estimate in the projection subspace.

7.2 Information Bottleneck

Distributional clustering refers to marginal clustering of co-occurrence data, that is,
data that consists of occurrences of nominal variables. The concept and models for
distributional clustering were introduced in [24]. The ideas have been developed further
in many directions by several authors. Here we introduce the information bottleneck
(IB) principle [33].

In the notation used in this thesis, the idea in IB is to build a representation V for
a discrete random variable X that would be be maximally informative about another
random variable C while using as little resources as possible. Finding such representation
can be conceptualized as clustering, as the amount of resources used to present V is
smaller than what is needed for presenting X.

More formally this means that the mutual information I(C; V') is maximized while the
mutual information 7(X; V') is minimized. The cost is formulated as I(X;V)—g1(C; V),
where [ controls the importance of the two contradicting goals. By variational optimiza-
tion, the solution

p(v) exp [—Bdr 1 (p(c|z)||p(clv))]

Plule) = S~ Y exp [ B (p{ele) [p(elo;)) 2

is obtained. Note that the solution is self-referential through p(c|v), and thus does not
lead to an algorithm directly. Various algorithms have been proposed for finding the
solutions, for example, agglomerative methods [31] and a sequential method [30].
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In terms of DC, we can think IB as clustering X into clusters V that are informative
about C', which is the task of DC as well. The main differences are that IB is defined for
discrete X instead of continuous as DC, and that the IB is non-generative. While both
methods are originally introduced for distributions of data, the DC can be interpreted
generatively (see Section 4.3), and can thus be used to handle finite data sets in a justified
way.



Chapter 8

Conclusions

8.1 Evaluation

In this thesis, I have studied discriminative clustering and the optimization process
required for learning the parameters of the model. Three optimization algorithms and
three regularization methods aimed to ease optimization and to improve generalization
capability were discussed. In addition, discriminative clustering has been compared with
traditional methods applicable for the same task.

The experimental results support the previously known fact that discriminative clustering
performs better than traditional unsupervised model-based clustering methods. DC also
outperforms a joint distribution model called MDA2. This holds for both the regularized
and unregularized versions of DC.

I have demonstrated that the conjugate gradient algorithm is a relatively quick and
effective way of optimizing the discriminative clustering model. Sometimes better results
can be obtained with simulated annealing, but the computational cost is roughly an order
of magnitude higher.

The smoothing required for the conjugate gradient (or any other gradient-based opti-
mization algorithm) could have caused some artifacts to the obtained clustering solution.
The results here show that the changes to the problem are so small that they do not
affect the optimization dramatically. This is the case at least with data sets where us-
ing spherical smoothing is reasonable; if the distribution of data is badly elongated into
irrelevant directions, the results are worse. The conjugate gradient algorithm is not,
however, perfect optimization algorithm for the problem, as it has problems with local
minima and is sensitive to the initialization.

All three regularization methods presented in this thesis improve the performance of
discriminative clustering on previously unseen test sets. The difference to the unregu-
larized discriminative clustering is, however, sometimes quite small. Also the relative

o8
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performance of regularization methods is unclear; they seem to perform very similarly
on most experiments.

The regularization methods each have some pros and cons. The vector quantization
regularization has a nice interpretation as a compromise between Euclidean VQ and DC.
The mixture of Gaussians lacks that property, but usually performs somewhat better.
Another drawback of MoG regularization is the slightly higher number of parameters.

The entropy regularization has a nice and simple interpretation as well, which unfortu-
nately holds only in the asymptotic case. The regularization is trivial to implement, and
does not increase the computation time at all. Moreover, validating the regularization
parameter is easier than with the Bayesian regularization methods.

Based on these experimental results, the following suggestions could be given. Discrimi-
native clustering should be optimized with conjugate gradient algorithm, unless excessive
amounts of computational resources are available or the data sets are small. In such ex-
ceptional cases, experimenting with simulated annealing could be advisable.

Applying one of the presented three regularization methods would probably be benefi-
cial. The MoG and entropy regularization methods generally give the best results. The
relative ordering of the two methods depends on the application. The best approach
would obviously be to test both (or even all three) ways to regularize.

8.2 Future work

Many of the aspects studied in this thesis would benefit from additional research. Here
I list the most important ones and give suggestions on the directions of future studies.

The optimization process still has some unclear points. The conjugate gradient algo-
rithm performs well, but the obtained solutions depend highly on the initialization. The
variability is rather high, and even a simple non-random initialization method helps to
stabilize the results while giving equally good or even better average results.

This suggests that more work should be done on the initialization of the optimization
algorithms. More clever initialization methods should at least help to find out the relative
ordering of regularization methods with greater accuracy, because the random noise in
evaluation is diminished. It is also possible that even the maximal performance could be
increased.

The same problem could perhaps also be addressed with other kinds of approaches,
for example by using other gradient-based optimization algorithms. Some stochastic
elements in the optimization could help preventing poor local minima.

Selecting the amount of regularization is another partly open question. In this thesis the
selection has been done by validation. Validation, however, gets complicated with the
Bayesian regularization methods. More clever methods for the parameter selection could
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be studied. In addition, it could be fruitful to experiment using Bayesian regularization
together with the entropy regularization.

One possible direction for future studies is to examine suitable preprocessing methods
for the data to be analyzed with DC. As cluster memberships are based on Euclidean
distances, the scaling of the primary space affects the result. Experiments on the Forest
CoverType data show that DC smoothed with spherical Gaussians might not work well
when data dimensions have large variations. Whitening the data, or using other more
clever preprocessing methods, could help.

The version of simulated annealing used in this thesis is decent, but clearly not optimal.
For example, we could use more sophisticated jumping kernels to guarantee quicker
theoretical convergence [21|. Re-annealing procedures could be studied to prevent poor
results. The computation time is likely to be greater than that of CG even with these
improvements, but the SA algorithm could be useful in some special cases.

In the future, the evaluation of DC should be extended. In this thesis, I have compared
DC with simple traditional clustering methods. One problem in this procedure is that
the same auxiliary variable is used during learning and evaluation, making the setup
closely resemble classification. DC is, however, an exploratory data analysis tool, and
to get a more realistic idea of its performance, we could use some auxiliary variable
to indicate relevance during learning, and evaluate the performance of DC by another,
independent relevance-indicating variable.

I was not able to do such indirect evaluation of performance in this thesis because of
lack of suitable data sets. If there were a data set with two separate classifications, one
could use one of them for training and the other for testing. If the two classifications are
relevant with respect to each other, the results of DC should still be good.

A fixed number of clusters has been used in all experiments. As mentioned in Chapter 3,
several methods could be used to automatically select the best order of a model. Many of
them should be applicable to DC. Therefore studying the model selection in the context
of DC would be worthwhile, as these methods could then be used to automatically select
the number of clusters.



Appendix A

Gradient of maximum a posteriori
DC

The cost function of MAP DC used in optimization is the logarithm of the smoothed
posterior p({m}|D(), D®)) (4.12). Here we denote for brevity t;; = nj; +n? and T} =
> i tji- The gradient of the cost with respect to m; is

logp({m}[D\), D@) = " w(ty) Y aiyz(X)
il

3mj ' y
c(x)=i
~ ST ()
X,l J
= S Wl - W) - (A)
x,l J

For the normalized Gaussian membership functions we have

0

8mj

1
(x) = —5 (x = my) (3 — v (x))y;(x) - (A.2)
Substituting this to the gradient gives

log p({m}| D', D) = " (x —my) (d1 — 1(%))y; (}) ¥ (t100) — C(T1)] - (A.3)

x,l

2
o
Om;

The form (4.13) is obtained by applying the identity

> Gy —w)yil =Y wyi(Ly — L) (A4)
l

l

to (A.3).
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Gradient of the mixture of
Gaussians

Consider the mixture of Gaussians with covariance matrices of form 3; = o2I. Denote
the mixture components by G(x|m;) = m exp(—|lx—m;||?/o?). Then the mixture
18

K
p(x) = piG(x|m;) . (B.1)
j

The sum of the component probabilities p; has to be one. Hence they are reparameterized
by “soft-max”

exp(f;)
T — J (B.2)
Zk exp [y
to enforce -, p; = 1.
The gradient of the observed log-likelihood
N K
Exio = log [ 3 piGxilmy) (5.3)
i J
with respect to my is
N
aEWMOG’ Pl 0
ToMoG 7Gx
omy ; p(x;) Omy (xifmy)
N
_ 1 ¢ pGxmy)
= Xy e
1N
= ﬁzp(u”xi) (x —my) . (B.4)

Here p(u;|x;) is the posterior probability of component wu; having generated the data
point x;.



APPENDIX B. GRADIENT OF THE MIXTURE OF GAUSSIANS 63

With respect to the parameters 3; we have

IE oG -1
Mo
(x;|m
o5 ;pm)aﬂz Zp )
N K
_ ZZG(Xz\mJ ap]
, p(xi) OB
i
N P X|m Pj X’m S
_ Z 1G (xi|my Z P =N p(wlxi) — pi]  (B.5)
where o
Opj
op, ~ OiPL il (B-6)

has been used.

If the latter gradient is set to zero, we get

N
Z[P wlx) —p] =0 < p= ZP(UHXi) ; (B.7)

which constitutes the analytical solution (5.8) for the mixture weights used when opti-
mizing MoG model with simulated annealing.



Appendix C

Connection of MAP DC to mutual
information

The asymptotic connection between the MAP DC and mutual information is shown here.
At the same time, it is shown that the entropy regularization in fact adds a small portion
of the entropy of the distribution of samples to the original cost function.

Consider the entropy regularized cost
Egnt :Zlogf(n?—i—nﬁ) — (1+A)ZlogF(N0+Nj) , (C.1)
ij J
where \ controls the amount of regularization. Apply the Stirling approximation log I"(s+
1) = slogs — s + O(log s) to all Gamma functions in (C.1) to get

Egnt = Z(nji +n{) log(nji +ny)
ij
—(1+ X)) _(N; + NJ)log(Nj + N°) + O(log N) . (C.2)

J
Note that N Z Nj Z nﬂ.

The prior parameters n? are small compared to the counts nj. We can therefore use

the zeroth order Taylor expansion log(s + k) = logs + O(k/s). Applied, for example,
to (nji +nY)log(nj; + n?) gives njilognj; + nllognj; + (nji + nd)O(nY/n;;). Here the
last term is negligible as n?/ nj; is small, and the second term is O(log N). By dropping
O(nf /n;;) for simplicity, we get

Epne = ani 10gnji — (14N ZNJ logNj + O(log N) . (C.3)
] J

Division by NN then gives

) /N N; N,
Epm _ @log nji/N /\ZWJIOgWJ —AlogN + 0O <logN) ; (C.4)
J

N T4 N UNN N
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where n;;/N approaches pj;, the probability of auxiliary variable ¢; in cluster j, and
N;/N approaches p; as the number of data samples increases. Hence,

EEn DPji
Nt — E pjilogp—?p' - E pilog1/pi + A E pjlogl/pj — Alog N . (C.5)
ij IR j

Here the first term is the mutual information between auxiliary variable C and cluster
identity V. The second and the last terms do not depend on {m}. The third term is A
times the entropy of p;, thus giving a right to call the method entropy regularization.
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