
We wish to infer the parameters of the task, preferences or limitations 
of users when they are performing tasks involving strategic behavior 
in inverse reinforcement learning (IRL) context.

A limitation with existing methods for IRL is that they make very 
specific assumptions about the type of observation data: trajectories 
denoted as ξ = (s0, a1, s1, …, aT, sT). We extend this setting to 
arbitrary noise models σ(ξ).

Background: In IRL, a RL model is used to explain the strategic 
behavior of a used in a situation similar to a Markov decision process 
(S, A, T, R, γ). The strategic behavior is assumed to follow an optimal 
policy for the MDP. Given observations of the user’s behavior, we wish 
to infer the parameters of the MDP, such that the optimal policy 
matches the observed behavior.

Problem Setting

Antti Kangasrääsiö
Samuel Kaski

first.last@aalto.fi

ABC Likelihood

Inference

IRL-SD Problem

Exact Likelihood

Our Contributions
We demonstrate that IRL inference is possible even when the 
observation noise model is an arbitrary function σ(ξ). This extends 
the state of the art which is only able to deal with few special types 
of observation noise (missing / probabilistic state observations).

We derive the exact Bayesian likelihood for this problem, but 
demonstrate that it may be very expensive to evaluate

We propose two approximations: a Monte-Carlo estimate and an 
ABC estimate, which are faster to evaluate

Inference of Strategic Behavior based on 
Incomplete Observation Data

Experiments (Grid World)
Algorithm runtime (one step)

with different grid sizes

Model: Visual search in drop-down menus

Regarding partial observability in IRL, there now exists 
formulations for three different situations:

(1) Agent has partial observability of the environment 
state → POMDP model

(2) External observer has partial observability on state 
level → traditional IRL methods can be extended

New:  (3) External observer has partial observability on 
path level → presented methods for IRL-SD can be used

Monte-Carlo Likelihood

Full Posterior Inference

Inference quality (error to ground truth, 
prediction error) with different grid sizes and 
dimensionality of reward function

Inferred likelihood densities (example)

GP surrogate fit using Bayesian optimization

Summary

Expensive to evaluate

Applicable when we know σ as a distribution

Applicable when we can evaluate σ at will
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